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DeSIQn Considerations & Architecture I The datasets exposed will be used by four workflows: 1)management of cerebral
Frontend R —— Backend aneurysms, 2)integrated cardiac care, 3) HIV decision support 4) modeling of osteoporosis.
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Fig. 3. The frontend layer is a WebDAV serviet. The resources layer is a mapping between the |
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The Large OBject Cloud Data storagE fedeRation (LOBCDER) is a storage
federation service. It is a part of the Data and Compute Cloud Platform of
the VPH-Share projecit.

Results I

Fig. 4. LOBCDER's sequence diagram of GET request

LOBCDER's performance was compared with a WebDAV repository. Dﬁ;ﬁgt O'}'lIJ:TéS TOt(T\I/Il BS)Ize Figure 6 _shows which component of LOBCDER takes the stress for
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