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Abstractð Many important societal activities are global in scope, and as these activities continually expand 

world-wide, they are increasingly based on a foundation of advanced communication services and underlying 

innovative network architecture, technology, and core infrastructure. To continue progress in these areas, 

research activities cannot be limited to campus labs and small local testbeds or even to national testbeds. 

Researchers must be able to explore concepts at scale ï to conduct experiments on world-wide testbeds that 

approximate the attributes of the real world. Today, it is possible to take advantage of several macro 

information technology trends, especially virtualization and capabilities for programming technology 

resources at a highly granulated level, to design, implement and operate network research environments at a 

global scale. GENI is developing such an environment, as are research communities in a number of other 

countries. Recently, these communities have not only been investigating techniques for federating these 

research environments across multiple domains, but they have also been demonstration prototypes of such 

federations. This chapter provides an overview of key topics and experimental activities related to GENI 

international networking  and to related projects throughout the world. 

1. Introduction 
 
It is well known that the majority of key societal activities are becoming global in scope, and as these activities expand 

world-wide, they require a sophisticated foundation of advanced communication services, supported by underlying 

innovative network architecture, technology, and core infrastructure. To continue progress in meeting these and future 

requirements, network research investigations cannot be limited to campus labs and small local testbeds or even to national 

testbeds. Researchers must be able to explore innovative concepts at a significant scale -- global scale -- through empirical 

experimentation. They must conduct experiments on world-wide testbeds that approximate the complex attributes of the real 

world. Today, it is possible to take advantage of several macro information technology trends, especially virtualization and 

capabilities for programming technology resources at a highly granulated level, to design, implement and operate network 

research environments across the world. In the US, the Global Environment for Network Innovations (GENI) is developing 

such an environment, as are research communities in a number of other countries, described in subsequent sections. [1]  

In the last few years, these communities have begun to federate these research environments across multiple domains, in part, 

to enable wide ranging exploration of innovative concepts at extremely large scales. Also, they have been demonstrating 

prototypes of such federations at workshops and conferences. Traditionally, network testbeds have been designed and 

implemented within project frameworks with limited scopes to support fairly narrowly defined research objectives over a 

short period of time. In contrast, GENI and related testbed environments have been planned to support experimental research 

across a wide range of topics, as a persistent research resource, within which many topics can be investigated at an extremely 

large scale ï including globally. A notable aspect of these testbeds is that they not only provide a platform for innovative 

research, but also they incorporate architectural designs, services, and technologies that forecast the basic model of future 

communications infrastructure. Within these distributed environments, next generation macro trends are emerging, especially  

those related to the transition from limited static services and infrastructure to unlimited, highly dynamic, deeply 

programmable, continually evolving innovative environments. Another major transition reflected in the new models is the 

migration from designing networks that are controlled and managed through proprietary systems closely integrated with 

proprietary devices to those that are based on open architecture and open systems, for example, using approaches such as 

Software Defined Networking (SDN) to manage multiple generalized network resources. 

Overview of Chapter 

This chapter describes the international capabilities of GENI and related network research environments, specifically a) 

required services for these types of distributed facilities b) basic architectural considerations, c) existing global facilities d) 

existing international testbed facilities and examples of research experiments being conducted within those environments and 

f) emerging architecture and design trends for anticipated future services, technologies, facilities, and resource expansions.  

The first section provides a brief overview of the required basic services for large scale, highly distributed network science 

empirical research facilities. A special consideration in this chapter is one that highlights a need for ensuring flexible and 

programmable multi-domain L2 paths. A common networking architectural model describes seven basic layers. Of these 

Layer 3 (L3), is the most familiar because essentially, the Internet is based on L3 architecture. However, underlying L3 



services are supporting Layer 2 (L2) and Layer 1 (L1 ï e.g., lightpaths within optical fiber) services and capabilities that are 

undergoing a rapid revolution from static to dynamic, programmable resources.  

Generally, L2 and L1 paths have been implemented as static resources, implemented without change for long periods. 

Increasingly, L2 and L1 paths are being implemented as dynamically provisioned paths. Also, providing dynamic L2 and L1 

paths across multi-domains requires special considerations because such paths transverse many difference authority, policy, 

management and control boundaries.  

The next section describes basic architectural considerations for large scale research testbeds. Such architectural 

considerations include those for provisioning dynamic multi-domain L2 and L1 paths as well as hybrid networking paths 

comprised of services utilizing multiple network layers, e.g., L3, L2, and L1. 

The next section highlight existing global facilities, with a focus on the Global Integrated Lambda Facility (GLIF) and  its 

Open Exchanges around the world GLIF Open Lambda Exchanges, or GOLEs) as foundation resources. This distributed 

facility enables multiple customized production and testbed networks to be created and operated within lightpaths on 

terrestrial and oceanographic fiber optic cables spanning many thousands of miles. A subsequent related section describes a 

dynamic networking provisioning API developed by the GLIF community in partnership with a standards organization ï the 

Global Grid Forum. This capability allows customized network to undertake dynamic provision across paths spanning 

multiple domains world-wide.  

The next series of sections describe existing international testbed facilities and examples of research experiments being 

conducted within those environments. These environments include the international GENI SDN/OpenFlow research testbed, 

which has been implemented by a consortium of network scientists, the Japanese led international V-Node initiative, a 

Virtual Research Environment for Large Scale Distributed Systems Research developed by G-Lab in Germany, an 

international testbed for investigating a variety of topics ranging from WAN protocol transport to Ethernet OAM, and 

Provider Bridging virtualization, being led by researchers in the Netherlands,  a cloud/network testbed being developed in 

China, a large scale international tesbed for multiple research projects, such as topology management and Virtual Local Area 

Network (VLAN ) transit, a project being led by research institutions in Taiwan, a content routing testbed in the UK, a 

Brazilian Future Internet testbed, and an international, advanced high performance digital media testbed. 

The final sections describe emerging architecture and design trends for anticipated future services, technologies, facilities and 

resource expansions. Included are discussions of Software Defined Networking Exchanges (SDXs), Software Defined 

Infrastructure (SDI), which integrates compute resources, storage, instrumentation, sensors, and other resources, and the close 

integration of network research testbeds and cloud research testbeds. 

Required Services  

The majority of substantial advances in information technology have been based on innovations that have created a higher 
layer of abstraction than that which had existed previously. Today, many such major advances are being accomplished as a 
result of multiple convergent macro trends in information technology that are enabling much higher levels of abstraction and 
virtualization across all levels of infrastructure.  Many are based on Service Oriented Architecture (SOA) and related concepts 
leading to ï Anything-as-a-Service (XaaS), for example, Architecture-as-a-Service (AaaS), Network-as-a-Service (NaaS), 
Environment-as-a-Service (EaaS), Software-as-a-Service (SaaS), Infrastructure-as-a-Service (IaaS), Platform-as-a-Service 
(PaaS), Container-as-a-Service (CaaS), and many more. Recent work by Strijkers et al [2] has even created a model and 
architecture for an ñInternet Factory.ò Standards organizations are developing open architecture frameworks for these 
approaches, for example, through the Open Grid Forumôs Infrastructure Services On-Demand Provisioning Research Group 
(ISOD-RG) and the US National Institute of Standards and Technology (NIST), which are developing XaaS open architecture 
standards [3, 4]. The GENI initiative leverages these trends to create highly flexible, programmable, dynamic, distributed 
environments. However, the goal of the GENI project is not just to leverage such innovations, but to use them to create an 
environment that supports services that allow experimental researchers empirically to design, develop, and test concepts that 
will lead to the next generation of distributed environments.  
 
Although the attributes of next generation distributed environments are still evolving, the current macro trends in design 
indicate the nature of their eventual characteristics. For example, these trends will allow the creation for multiple highly 
differentiated networks within the same shared infrastructure, so that networks services can be precisely customized for 
individual requirements. These capabilities are required for many organizations and organizational partnerships that require 
private customized and highly specialized network services. However, it is also required by providers of large scale distributed 
clouds for multiple, perhaps hundreds of individual tenants, each of which requires a private, individually managed and 



controlled network. Because no single centralized NOC can support many hundreds of individual networks, new tools are 
being created to enable self-self network for multi tenant networks. A number of these tools are based on ñslicingò architecture, 
which allows for contiguous integrations of resources, including over international WAN paths, virtual and physical, to be 
segmented for specialized purposes. As resources are increasingly being abstracted through virtualization, new tools are also 
being created to discover, integrate, manage and control them, especially through new types of orchestration techniques.  
 
Next generation distributed environments also will allow for much more dynamic network services and infrastructure 
environments as opposed to todayôs fairly static implementations, which anticipate basic resources remaining unchanged for 
long periods of time. They will also allow for a far more granulated control over network resources, including low level 
resources, such as L2 and L1 paths. As noted, much progress is being made on transitioning L2 and L1 paths from static to 
dynamic resources and to provide a wide range of enhancements to the capabilities of these paths within compute facilities and 
data centers, among such facilities and data centers, within metro regions, across nations and across the world.  
In addition, they will allow for highly distributed control over network resources, including individual core elements, e.g., 
ports. Recent progress in virtualization and related in distributed programmable networking, give rise to opportunities for 
migrating from centralized network control and management to extremely distributed control and management. Management 
and control functions that previously were the exclusive prerogative of centralized provider NOCs now can be provided to 
enterprises, applications, processes at the edge of the networks, and individuals. 
 
An especially wide range of new capabilities are being developed for flexible L2 services to meet requirements of such local 
and wide area deployments. Various technologies being developed include virtualized L2 services such as Virtual Extensible 
LAN (VXLAN), the IETFôs locator/ID separation protocol (LISP), the IETFôs Stateless Transport Tunneling (STT), the 
IETFôs virtualization using generic routing encapsulation (NVCRE), the IETFôs Network Virtualization Overlays initiative 
(NVO3), the IETFôs Generic Network Virtualization Encapsulation (GENEVE), Multi Protocol Label Switching (MPLS), 
Virtual Private LAN Service (VPLS ï Ethernet type multipoint to multipoint using IP or MPLS, Advanced VPLS (A-VPLS), 
Hierarchical VPLS (H-VPLS, i.e.,  using Ethernet bridges at edge and MPLS in the core), Pseudowire (PW ï emulation over 
L3), PW over MPLS (PWoMPLS), PW over Generic Routing Encapsulation, a tunneling protocol (PWoGRE), PW supporting 
Virtual Forwarding Interfaces (VFI), Overlay Transport Virtualization (OTV), IETF Transparent Interconnection of Lots of 
Links (TRILL) - link state routing using a routing bridge or TRILL switch, IETF Layer Two Tunneling Protocol (L2TPv3), 
and others.  
 
Also, many options are being for implementing virtual L2 networks that can be controlled by SDN techniques, for example, L2 
VLAN Provider Bridge (802.1Q tunneling or Q-in-Q), Provider Backbone Bridge (PBB - MAC-in-MAC), MEF Access 
Ethernet Private Line Service (Access-EPL), MEF Ethernet Virtual Private Line (EVPL port-based point-to-point), MEF 
Ethernet Private LAN (EP-LAN), for port-based multipoint-to-multipoint, MEF Ethernet Private Tree (EP-Tree), MEF 
Ethernet Private Tree (EP-Tree), port-based rooted-multipoint, MEF Ethernet Virtual Private Tree (EVP-Tree), and MEF 
Ethernet Virtual Private LAN (EVPLAN). 
 
Even though some of these capabilities are being developed for local (e.g., metro) deployments, they eventually will extend 
throughout the world. This attribute of extensibility world-wide is the focus of this chapter, which describes how these 
attributes will characterize international networking services and infrastructure at a global scale.  
    

1. Global Environment for Network Innovations (GENI)  and Related Initiatives 

 

The GENI initiative, which was established by the National Science Foundationôs Computer and Information Science and 

Engineering (CISE) Directorate, was formulated within the context of the policies of that organization, including those 

related to international partnerships. [5] Similarly, the European Unionôs Future Internet Research and Experimentation 

(FIRE) project has funded a number of major network research testbeds throughout Europe. Within and external to the FIRE 

program, Europe has established multiple research testbeds, including BonFIRE [6], PHOSPHORUS [7], OFELIA,[8] which 

is OpenFlow based [9], GEYSERS an optical integrated testbed for óóGEneralized architecture for dYnamic infrastructure 

SERviceSôô [10], FEDERICA [11], and the G-Lab testbeds [12]. G-Lab, which is presented in one of the chapters of this 

book, and one of the experimental areas supported in presented in a section in this chapter, has a wide ranging agenda 

including research projects on a functional composition concept for a dynamic composition of functional blocks on network 

and service level, topology management, and investigations of federation concepts to interconnect with international Future 

Internet Testbeds. The European Future Internet project, FED4FiRE, is developing federation techniques for networking 

testbeds. [13] GENI and FIRE have been federated. In China, the Chinese Academy of Science has established network 

research testbeds, such as the Sea-Cloud Innovation Environment, through the China Science and Technology Network 

(CSTnet) to support future network research.  In Taiwan, the National Center for High-Performance Computing in 

partnership with the Taiwan Advanced Research and Education Network (TWAREN) has established multiple network 



research testbeds related to Future Internet initiatives.  In Japan, National Institute of Information and Communications 

Technology (NICT) has supported the New Generation Network initiative for many years, particularly through projects based 

on the JGN-X testbed. In addition, individual institutions have established a number of related projects such as the National 

Institute of Advanced Industrial Science and Technologyôs G-Lambda project [14] and the University of Tokyoôs V-Node 

project. In Korea, the K-GENI project has been established as a persistent multi-topic research testbed [15] In South America, 

the primary area of focus for these projects has been multiple Brazilian Future Internet research and development projects, 

including FIBRE [16].  

 

In Canada, the Strategic Network for Smart Applications on Virtual Infrastructure (SAVI) was established as a partnership of 

Canadian industry, academia, research and education networks, and high performance computing centers to investigate key 

elements of future application platforms. [17] SAVI, which has designed and currently operates a national distributed 

application platform testbed for creating and delivering Future Internet applications, is described in a chapter of this book. 

The primary research goal of the SAVI Network is to address the design of future applications platform built on a flexible, 

versatile and evolvable infrastructure that can readily deploy, maintain, and retire the large-scale, possibly short-lived, 

distributed applications that will be typical in the future applications marketplace. GENI has been federated with SAVI, 

which supports multi-domain interoperability. In additional, GENI has been federated with several cloud testbeds, such as 

those supported by the NSFCloud program, i.e., Chameleon and Cloudlab, which are described in a later section of this 

chapter. 

 

Basic Architectural Considerations  

The GENI environment is a distributed instrument, which can be used by researchers to discover and claim resources 

(ñsliversò), to integrate those resources within private research environments ñslices,ò conduct experiments using that slice 

measure and analyze results, and, importantly, reproduce specific results. Note that the GENI architecture is discussed in a 

chapter in this book. The ability to replicate experiments is a key research requirement. A primary component of the GENI 

environment consists of the SDN/OpenFlow architecture, protocols and technologies. [9]. The OpenFlow model is part of an 

instantiation of a number of broad architectural concepts. 

 

Currently deployed digital communication services and technologies comprise the most significant advances in the history of 

communications. At the same time however, they are based on architectural approaches that are beginning to demonstrate 

major limitations that restrict future progress. For example, in todayôs networks, control and management functions are 

implemented with an assumption that the communications environment will be fairly static - that they will remain unchanged 

for long periods of time. Network control planes are have only limited scope based on minimal state information, such as 

neighbor connections, reachability, and access policy. This approach cannot meet rapidly changing requirements and 

demands for on-going dynamic service and technology enhancements as well as for quick adjustments to network resources 

tin response to changing conditions. Consequently, a new architectural approach is being developed to provide increased 

capabilities for programmable networking, especially the set of techniques termed Software Defined Networking (SDN).  

This model, which separates the control plane from data plane, provides for programmability and a higher level of network 

control abstraction and enables a more comprehensive overview of network state information, which can be used to 

dynamically control networks services and resources.  

 

This comprehensive overview is made possible by an ongoing dialogue between network devices, including individual 

components, and controllers. Instead of having state information confined to individual devices within the network, this 

information is gathered by logically centralized controllers. The network devices send the controllers state information and 

the controllers use that information to make decisions on dynamically matching demand requirements with resources, on 

solving problems such as sudden congestion, and allocating resources in anticipation of demand because of network 

behaviors. These decisions are signaled back to the network devices for implementation, for example by programming flow 

tables in network devices. Using this approach, network devices can be considered undifferentiated component resources, and 

the specialized capabilities can be provided by the control plane. Because these controllers are logically centralized they have 

a global view of the network and consequently, they can provide for much better traffic optimization than is possible using 

traditional distributed approaches. 

 

Currently, the most common implementations of these concepts are based on OpenFlow, which enables controllers to have 

access to a set of network primitives. The actual capabilities for programmable networking are provided by control 

frameworks. The general GENI architecture and has several major control frameworks (ORBITS, ProtoGENI, PlanetLab, the 

Open Resource Control Architecture ï ORCA, and the GENI Experiment Engine - GEE) as well as an SDN implementation 



and also a general Aggregate Manager API developed to integrate these frameworks and its mesoscale facility 

implementation are described in other parts of this book.  

 

Just as the GENI AM integrates and coordinates the control frameworks within its environment, it is possible to consider a 

type of international aggregate manager that functions more universally, including as part of a multi-domain federation 

comprised of many international network research testbeds. There are many techniques available that can be used to support 

such interdomain interoperability, including using the GENI control frameworks, such as ProtoGENI/InstaGENI, 

ORCA/ExoGENI, and combinations.  

 

This chapter explores the implications of such federations, particularly the special considerations required for international 

network connections among multi-domain federations of major experimental network environments. A primary set of 

considerations with regard to such international federations relates to the interoperability of, and in some cases, the direct 

integration of, the individual control frameworks for the individual environments being connected. An important, closely 

related, set of considerations concerns multi-domain international connections as opposed to those dealing with international 

single domain networks. The majority of the core architectures currently being used for these environments, such as 

SDN/OpenFlow, are single domain and not multi-domain oriented. Because highly distributed multi-domain models are 

much more complex than single domain, the majority of the topics discussed in this chapter relate to multiple domain 

architecture and implementations. 

 

To accomplish such federations, a number of elements are required, including those providing resources that can be made 

available to experimenters, implementing a means for advertising those resources, discovering them, claiming them, e.g., 

through reservations, discarding them after their use, and managing the components of the federated environment, including 

addressing problems. In addition, other mechanisms are required, e.g., for designing and implementing state machines, 

interacting with those state machines, signaling messages, interpreting those messages, sharing topologies, determining path 

finding, path stitching, deploying and using resource ontology and schemas, gatekeeper interfaces, federation gateways, SDN 

exchange points (SDXs), and more. In addition, given the objective of interdomain resource sharing, processes must be 

implemented with appropriate policy to drive security mechanisms including those for authentication and authorization. 

Overall, mechanisms must be established for APIs, secure signaling, resource identification, advertising and discovery, trust 

relationship management, trust root services, federation policy enforcement, certification, monitoring and analytics, and 

related functions. 

 

Although all major network research environments in various countries undertake to design and implement these basic 

capabilities, all approaches are somewhat different. However, because of the recent progress in virtualization of networks and 

in control plane capabilities, opportunities exist to develop such federations despite such the differences among architectural 

approaches.  

 

Creating a Common International Network Language and Network Programming Languages 

 

In order to facilitate projects spanning different services, domains, and infrastructures, methods must be created that allow 

exchange of information about available resources and state information so that such resources can be requested and allocated 

for use by network services and applications. One such infrastructure information model is the Network Description 

Language (NDL) [18] pioneered by the University of Amsterdam that forms the basis of the Network Markup Language 

Workgroup in the Open Grid Forum (OGF). The NDL provides a method to describe computer networks in a meaningful 

way. The NDL ontology for computer networks uses the Resource Description Framework (RDF) [19]. With this ontology 

one can create a simple, clear, understandable description of a network. The Network Description Language (NDL) helps to 

reduce the complexity issues in computer networks. The goal of NDL is to allow not only network processes but also 

applications to have a better understanding of the network so they can more easily adapt it to their needs. NDL has been 

extended to include descriptions of computing and storage resources: the Infrastructure and Network Description Language 

(iNDL) [20] 

 

Some research groups are interested in extending these types of languages to resources beyond networks. For example, the 

ORCA-BEN [21] project developed the NDLïOWL model, which uses the Web Ontology Language (OWL) instead of RDF, 

extends NDL to include cloud computing, in particular, software and virtual machine, substrate measurement capabilities and 

service procedures and protocols. This ontology models networks topology, layers, utilities and technologies (PC, Ethernet, 

DTN, fiber switch) based on NDL. In comparison, INDL uses the latest developments in the OGF NML-WG. Standards 



organizations are continuing to evolve such languages so that there can be meaningful information exchanges among 

infrastructure related processes. Such standards are particularly important for network inter-domain provisioning. 

 

Programmable networking requires a data modeling language. Network management protocols generally have related data 

modeling languages. For example, the first Internet network management tool, Simple Network Management Protocol 

(SNMP), utilizes Structure of Management Information (SMI), incorprating Abstract Syntax Notation One (ASN.1). When 

the IETF was developing the NETCONF protocol, it was observed that a data modeling language was needed to define data 

models manipulated by that protocol. In response, the IETF developed YANG ("Yet Another Next Generation"), a modular 

data modeling language for the NETCONF network configuration protocol.  

 

The following sections describe several approaches being undertaken by research communities to create techniques for inter-

domain federations. The sections immediately following this one describe some of the international foundation resources, 

especially those based on lightpaths implemented within world-wide optical fiber, that are being used for that research.  

 

 

Existing International F acilities  

1. Global Lambda Integrated Facility (GLIF) 
 

One major global facility that is being used to support multiple distributed international environments for network research is 

the Global Lambda Integrated Facility (GLIF) [22] The GLIF is a world-wide distributed facility designed, implemented and 

operated by an international consortium, within which participants can create many types of customized services and 

networks, including those that are required to support international network research environments. Unlike most 

communication exchange facilities today, which interconnect only at Layer 3, the GLIF was designed to enable networks to 

exchange traffic at all layers, including Layer 1. GLIF is based on a foundation of owned and/or leased optical fiber paths and 

lightpaths within optical fiber, including trans-oceanic fiber.  Lightpaths are created and managed through technologies and 

services based on Dense Wavelength-Division Multiplexing (DWDM), which supports multiple parallel high performance, 

high capacity channels.  

The GLIF environment is highly complementary to the GENI environment because it was designed for network 
programmability. (Ref: Figure 1) GLIF domains are interconnected by the GLIF exchange facilities ï Open Lambda 
Exchanges (GOLES), which have implemented different types of control frameworks. Current GLIF exchange points are: 
(AMPATH (Miami), CERNLight (Geneva), CzechLight (Prague), Hong Kong Open Exchange - HKOEP (Hong Kong), 
KRLight (Daejoen), MAN LAN (New York), MoscowLight (Moscow), NetherLight (Amsterdam), NGIX-East (Washington 
DC), NorthernLight (Copenhagen), Pacific Wave (Los Angeles), PacificWave (Seattle), PacificWave (Sunnyvale), SingLight 
(Singapore), SouthernLight (São Paulo), StarLight (Chicago), T-LEX (Tokyo), TaiwanLight (Taipei), and UKLight (London). 
A related international facility is the Global Ring Network For Advanced Applications Development (GLORIAD), which is 
directly interconnected with the GLIF and supports international network testbed research and other application level projects. 
[23] A consortium including the US, Russia, China, Korea, Canada, The Netherlands, India, Egypt, Singapore, and the Nordic 
countries supports GLORIAD.   
 



 
 

Fig 1: Global Lambda Integrated Facility (GLIF)  
 
Network Service Interface ï NSI Connection Service 
 
Because the GLIF community is comprised of multi-domains and because  uses multiple different control frameworks for 
dynamic provisioning, an initiative was established by that community with a standards development organization -- the Open 
Grid Forum (OGF) -- to create architectural standards for a generic network service interface (Network Service Interface ï 
NSI) as an API to the multiple control frameworks within the GLIF environment, including an NSI Connection Service 
(currently v 2.0).  [24] When the GLIF exchange facilities around the world were implemented (GLIF Open Lambda 
Exchanges or GOLEs), they were established with multiple different control framework for resource management and control, 
for example, DRAC (Dynamic Resource Allocation Controller), Autobahn, Argia, OSCARS (On-Demand Secure Circuits and 
Advance Reservation System), G-Lambda, and many others. In other words, each open exchange point had a different control 
framework for reserving and establishing links through the exchange point. The SI enables these paths to interconnect. This 
service was designed specifically to assist the creation of multi-domain connections across international networks and through 
these exchange points using a common API that would allow provisioning across multiple networks operated by many 
different national research and education network organizations. The NSI specifies signaling, state processes, messages, 
protocols, and other environmental components. A process or application at the network edge can discover and claim network 
resources, at this point primarily paths, within an environment comprised of heterogeneous multi-domains. [24]  
 
After several years during which the GLIF NSI participants demonstrated persistent international testbed capabilities, 
especially through the AutoGOLE series of demonstrations (Ref: Figure 2), NSI implementations are being placed into 
production for a number of national R&E networks. This figure illustrates available VLANs implemented among multiple 
GLIF GOLEs that are available for use by communities participating in the AutoGOLE initiative.  
 
Although this service is not yet being used extensively today to support network research environments, it is worth mentioning 
here because plans are being developed to do so, and because the NSI connection standard already has developed many of the 
mechanisms required to support interconnectivity among multi-domain network research environments. Also, several GOLES 
have started to incorporate SDN/OpenFlow capabilities to support L2 based traffic. 
 



 
Figure 2: AutoGOLE SC13 Demonstration Schematic Showing Addressable, Programmable Paths Among Global 

GLIF Open Lambda Exchanges (GOLEs) 

 

The NSI initiative established a working group that has examined many architectural issues within the Network Services 

Framework (NSF) specified in the OGF GWD-R-P Network Service Framework v2.0. This framework defines an outline for 

a set of protocols. The NSF expects that that resources and capabilities can be advertised externally through defined Network 

Services, and it defines a unified model for how various processes should interact with such services, for example, creating 

connections (Connection Service), sharing topologies (Topology Service) and performing additional services required by a 

federation of software agents (Discovery Service). NSI allows for implementing network paths across multiple network 

domains operated by disparate network providers, enabling federations. The NSI architecture specifies Service Termination 

Point (STP) objects, which are used by connection requests to determine connection attributes. The STP is a means to 

abstract resource functionality at the point where NSI services terminate from actual underlying physical resources and 

configurations, such as nodes or circuits. Such abstraction made possible by STP allows for use of functional options multi-

domain transport termination without forcing users to deal with the complexity of the hysical infrastructure and 

configurations at the termination points. An STP is the designation of a specific topological location that functions as the 

ingress/egress point of a network. The STP has a definition as a single Service Type. An STP can be a single termination 

point or a group of STPs. Such a set is termed a Service Domain. STPs within Service Domains can be completely 

interconnected. Service Domains also can be interconnected. Adjacent and connectable STPs (that is, one or more pairs of 

STPs with matching attributes/capabilities) managed by separate networks can interconnect at a Service Demarcation Point 

(SDP). [24] (Ref: Figure 3) 

 

 
Figure 3. STPs Interconnecting at a SDP. 

 

1.1. The International GENI (iGENI)  and the International Advanced Network Research Facility  

 

The International GENI (iGENI) initiative was established to create a federated international network research testbed 

facility. A number of iGENI participants and other international network research partners collaborated in the designed and 



implementation an International Advanced Network Facility based on SDN/OpenFlow as a research platform to provide 

network research communities with world-wide experimental resources, including addressable transport paths, that can be 

used to investigate many different types of topics. [25] The platform also provide options for  closely integrating 

programmable networks with programmable clouds [26] The figure below depicts a topology that was showcased at SC11, 

SC12, SC13, SC14, SC15, at multiple GENI Engineering Conferences, at other technical and research workshops and at 

other events (Ref: Figure 4).  

 
 

Figure 4: International GENI ( iGENI )/International OpenFlow Testbed Topology 

 

This international federated testbed was designed to enable researchers to discover, claim, integrate, use, and discard a variety 

of diverse resources, including core network resources, as slices across a shared infrastructure fabric. Each site has a 

collection of resources that are interconnected with a mix of dynamic and static L2 VLANs. Tools and methods for 

undertaking these tasks through orchestration frameworks are being developed. Such orchestration is one of the components 

of a hierarchical architectural stack, with edge process signaling, which could be application signaling as well as system 

process signaling, at the top of the stack.  

 

This international federated testbed is being used to explore various techniques for designing and implementing orchestration 

processes are used to discover and claim segments of network resources, including full topologies, and options for 

configuring those segments, to dynamically provision paths and endpoints, and to specify the specific attributes of the 

services that they create. Some projects are focused on developing northbound access to the processes that control and 

manage the actual resources, discovery, claiming, accessing state information, configuring, provisioning, etc. Other projects 

are investigating southbound interfaces that provides network resource request fulfillment and state information on resources.  

 



Several projects are investigating eastbound and westbound interfaces (E-W), which are key resources for establishing 

federated interoperable paths across multiple domains, for example, supporting message exchanges among controllers, 

including those on reachability across multiple domains, controller state monitoring and fault condition responses, and multi-

domain flow coordination. E-W interoperability mechanisms for federation are discussed in more detail in a later section of 

this chapter. Currently, the most widely deployed E-W federation protocol at L3 is the Boarder Gateway protocol (BGP), an 

Autonomous System (AS) peering path vector protocol use to supporting TCP/IP network exchanges. 

 

Other projects are investigating tools for monitoring, measuring and conducting analytics, e.g., to validate and to verify the 

stream attributes, e.g., the performance of new types of communication services and to provide stream behavior real time 

information to traffic engineering and optimization processes. 

 

Resources made available through this platform can be made available to multiple groups of researchers at the same time so 

that they can conduct experiments with interfering with each other. The figures below illustrate this type of resource 

segmentation on this platform used for SC11, SC12, and SC13. (Ref: Figure 5, Figure 6, Figure 7). Each color represents a 

different project undertaken by a difference research group. The figures give an indication of the distribution of resources 

across the various projects. Subsequent sections describe research projects that have been or that are being conducted on this 

platform.  

 

 
Figure 5: International Advanced Network Research Facility Segmented By Project at SC11 

 


