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1I N T R O D U C T I O N

Crime directed to network infrastructures and network protocols
is increasing [44]. The economic and societal consequences of such
attacks are reaching front pages in the news, leading society to
question their trust in the Internet [41, 84, 112]. These attacks result
in service disruptions, bribery, and theft, that costs the victim and
society considerable amounts of money. Therefore, companies and
governments hire IT security specialists, who deal with improving
security of the system and defending against attacks on a daily
basis.

As attacks increase in frequency and complexity, it is essential for
security professionals to be able to focus on the few important cases
that cause considerable damage and to focus on discovering and
defending against new threats. This focus can be obtained when a
system or network is able to defend itself autonomously against the
well known attacks, while gathering more knowledge to optimise
its strategies based on past experiences.

At the start of this research in 2015, our group, the System and
Network Engineering research group at the University of Amster-
dam, considered the use of Software Defined Networking (SDN)
and Network Function Virtualisation (NFV) in active mitigation of
security problems. At that time, we were aware of only a few re-
searchers that were exploring that field [42, 94]. The limited amount
of work on the subject of automated security and defence selection
justified an exploratory approach that uses proof of concepts to
identify the factors involved in building an auto-response system
to cyber attacks. Since attacks can cross multiple networks before
reaching the victim, we specifically took into account collaborative
defence mechanisms with the aim to put the defence perimeter as
close as possible to the origins of the attack.

In this thesis we research how a system or network can self-
protect against attacks. We define a conceptual framework, Secure
Autonomous Response NETworks (SARNET) and describe how
to build a system that defends its own infrastructure. The main
features are:
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2 introduction

1. monitoring the infrastructure using observables derived from
organisational policies to create the necessary awareness of
disruptions in the infrastructure;

2. defence using novel technologies such as SDN and NFV that
increase the ability to adapt the network infrastructure and
its behaviour at runtime;

3. an autonomic computing approach that uses control-loops to
automatically respond to disruptions and attacks and main-
tains the security state of the network;

4. support for the creation of multi-domain alliances that can
collaboratively defend against attacks.

1.1 software defined networks and network function
virtualisation

To automate network security responses, we need a dynamic (net-
work) environment that is software controllable. Current technolo-
gies in cloud computing and computer networking can provide this
environment.

Cloud computing allows the users to deploy machines, applica-
tions and services, on demand, on standardised platforms that are
located all over the world. Cloud computing also changed system
administration. Instead of having a powerful server with a complex
application stack, administrators use many lightweight Virtual Ma-
chines (VM) to run a single application per VM. Running a single
application in a VM enables administrators to easily start multiple
instances of the application, on demand, and scale up to handle
large amounts of users [106, 109].

Figure 1.1: A Virtual Internet with
with a service control-loop that pro-
vides scalability and robustness, and
the security control-loop that we pro-
totype in the SARNET project and is
described in this thesis.

Since 2005, the SNE research
group worked on creating scal-
able and robust overlay net-
works using cloud technologies
that we called “virtual inter-
nets” [66]. These virtual inter-
nets, that run on top of the In-
ternet, use User Programmable
Virtual Networks (UPVNs) for
containment, for isolation, and
for constructing a network over-
lay. In [103], Strijkers showed
that he could maintain robust-
ness and scalability by using
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CDN providers for attack protection. This method has downsides:
using CDNs introduces problems in end-to-end encrypted commu-
nication [20], CDN failures cause widespread outages of internet
services [21], and CDNs only provide protection if the original
connection points are not known [110]. An alternative solution to
defend against DDoS attacks is to collaborate with the upstream
providers and mitigate the attack in their network, this is the solu-
tion we research in this thesis.

1.2 multi-domain security

Even when having a software-controlled network that is capable
of mitigating attacks automatically, defending against attacks can
require resources that are not available in a single network. In cases
when resources are limited, or unavailable, one can collaborate with
other networks that do have the required resources.

On the Internet, each of these networks is referred to as an Auto-
nomous System or a Network domain and each domain is usually
operated by a different entity. Therefore, we use the term domain
according to the definition of operational domain as formulated in
[31] as: “A set of network elements with the same operator”. Already,
domains have been collaborating with each other on information
sharing.

Multiple initiatives exist, either commercial, governmental, or pro-
vided by the security community, to share new fingerprints of mal-
ware, security incident information, list of misbehaving networks,
and attack sources [6, 22, 48]. Other initiatives focus on facilitating
collaborative defences. Examples are: DDoS Open Threat Signaling
(DOTS), an IETF draft under development to enable multi-domain
DDoS mitigation[73], and OASIS OpenC2 who are developing a
language for defence command and control that can also be used in
multi-domain environments[77].

The existence of multi-domain security initiatives makes it appar-
ent that solving security issues is sometimes a community effort and
requires access to resources that are not available within a single
domain.

Automated multi-domain defence strategies require that the par-
ticipating domains can provide the requested information or im-
plement the requested actions within a limited time window. Re-
sponding within the limited time window requires the responding
domain to have an actively monitored programmable infrastructure.
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4 introduction

We use an experimental approach to develop and implement such
a system, using proof of concepts. By building proof of concepts,
we identify the possibilities and the limitations of such a system
and of the used technologies.

1.3 research questions

The main research question answered in this thesis is:

Can we create an auto-response system that defends net-
works against attacks both within a single autonomous do-
main and within an alliance of domains?

Automatic defence requires the detection of abnormal behaviour
on the network and on the systems it interconnects. By evaluating
the abnormal behaviour, we determine whether or not the network
is under attack; this is the security state. To get insight in this
evaluation procedure, we formulate the first sub-question:

• rq1: How can we determine the security state of a network?

Figure 1.2: At SuperComputing 2015
we demonstrated one of the earlier
visualisations at the Ciena booth. The
goal was to invite experts in com-
puter networking to defend against
attacks using the touch table inter-
face, to engage in discussions, and to
capture the knowledge to build auto-
mated responses. A detailed view of
the screen is provided in Fig. A.2.

In Chapter 2 we describe the
foundational concepts that are
used in the proof-of-concepts
which are described in this the-
sis: the control-loop and ob-
servables. The control-loop is
used to drive our automated re-
sponse system which assesses
the SARNET’s security-state by
means of observables. Observ-
ables use conditions to indicate
abnormal behaviour of the met-
rics on the network and the con-
nected systems.

Chapter 3 focuses on visualis-
ing these observables and met-
rics such that they can be anal-
ysed by engineers using graph-
ical user interfaces that can in-
teract with the network (Appendix A).

The visual analysis process helps security engineers to identify
security problems, to develop new software based responses, and to
analyse the effect of the response on the security state of the network.
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Figure 1.2 shows how we used visualisation to engage in discus-
sions with network experts at the SuperComputing conference to
gather the insight to build the automated defences. In Chapter 4
we describe a SARNET-agent and how we use the control-loop to
identify and evaluate the security state by monitoring groups of
observables. We show how the agent automatically defends the
network when the security state is violated.

In Chapter 5 we research how to improve attack analysis and
how to obtain a more detailed security state and we study how the
analysis process works in a production environment. By develop-
ing CoreFlow, a software framework which cross-references data
generated by the IDS with Netflow (see Sec. 5.3.2) data collected
from routers across the network, we were able to produce new
information: the path that the attack traffic took on the network. By
defining new observables based on the data produced by CoreFlow,
we can classify more precisely to get a more detailed security state.

Techniques in computer networking such as SDN and NFV allow
us to change the behaviour of the network. SDNs allow us to re-
program the network on both OSI layer 2 and 3. Using NFV, network
functions such as routers, proxies, firewalls, IDS, and honeypots
can be strategically placed on commodity hardware throughout
the network and can be started anytime when such a function is
required. To research how these techniques can be used to construct
responses to security threats we formulate the following research
question:

• rq2: How can new developments in computer network control
contribute in creating countermeasures to attacks?

In Chapter 3 we determine the set of actions that we can perform in
a SDN that can be used in defences. In Chapter 4 we describe how
we combine the actions from the software defined environment de-
scribed in Chapter 3 with NFVs that contribute to the security of the
network. We describe how we developed multi-stage defences that
use NFVs that are encapsulated in Linux containers. For example:
to analyse suspicious traffic in more detail we first we start an IDS
network function, and use the SDN to redirect the traffic towards
this NFV (stage 1). Based on the information gained from additional
analysis of the traffic, we can start another containerised function
that implements a specific mitigation for the type of traffic (stage 2).

Currently, distributed attacks, such as DDoS, require collaborative
defence strategies spanning multiple domains. Collaborating with
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6 introduction

domains that specialise in providing security services, or that can
help by providing resources, increase the defence capabilities of
the defending domain. When defending against an attack, multiple
defence strategies can be taken. To construct an efficient defence
strategy, it is critical to know which factors play a role when defend-
ing collaboratively. Aside from the known factors, such as the cost of
placing a countermeasure, and how much information collaborators
are willing to disclose, there may be some other factors that play a
role in the success of these multi-domain defences, which leads to
the final research question:

• rq3: Which factors play a role when defending collaboratively, and
how do they influence defence efficiency?

To identify some of these factors, we develop and implement three
different approaches of asking collaborators for help (Chapter 6).
We compare the performance of these approaches using our the
definition of efficiency in Chapter 4, and then we analyse why their
efficiencies differ. In Chapter 7 we research a new approach, based
on trust, which we compare to the approaches in Chapter 6. The
trust-based approach implements the Social Computational Trust
Model [27], that uses three components: integrity, competence, and
benevolence, to rank the members in the collaboration. We study
how a trust-based defence approach can improve collaborative
defence efficiency by first requesting resources from the members
who are most able and willing to help.

1.4 contributions and thesis organisation

Figure 1.3 visualises how this thesis is organised. Chapter 2 in-
troduces the conceptual elements in the SARNET framework, the
control-loop, metrics and observables, which we use throughout
this thesis. Chapter 2 also explains the steps in the control-loop
that are responsible for detection, decision, response, and learning.
In Chapter 3 we introduce a VNET, a programmable environment
for experimenting with attacks on computer systems. The VNET
environment also includes a graphical interface (Appendix A) that
has been updated each time we added new functionality to the
VNET. It allows a user to analyse and interact with the environment,
by initiating attacks or defences. In Chapter 4 we introduce the
SARNET-agent that uses the control-loop from Chapter 2 to analyse
the network and actuates the developed defences according to the
attack classification. We introduce the metrics impact and efficiency
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RQ1: Security state of a network

RQ3: Multi Domain

RQ2: SDN/NFV 
defences

CH2: SARNET
metrics, observables, control loop, patterns

CH3: VNET
testbed, visualse, 

experts, SDN

CH1: Introduction

CH4: agent 
efficiency, learn
NFV, auto-defend

CH5:CoreFlow
classifiy, analyse

enrich, trace

CH6: Defence
collaboration, MD 
factors, efficiency

CH7: Trust
alliance, risk 

based defence

CH8: Conclusion
Answer to main Research Question

Future work

Figure 1.3: Thesis organisation, including the chapters, keywords, and
research questions.
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that can be used to evaluate defence performance and can be used
as discriminators to compare multiple defences against the same
attack. The developed defences consist of Network Functions which
are dynamically deployed as containers on a cluster, and of instruc-
tions for the SDN to redirect traffic to and from the containers.
Chapter 5 is a side step into attack-data enrichment. CoreFlow en-
hances classification by cross-referencing actuations of observables,
or other security events, with data from other available information
sources. We show how, through this process, we can analyse the
cross-referenced data and produce new data that can be useful to
apply a targeted defence. Chapter 6 extends the VNET environ-
ment to allow for multi-domain experiments where each domain
is autonomously controlled by its own SARNET-agent. We show
how we allow agents to interoperate with each other by allowing
basic informational request and by allowing the execution of basic
actionable tasks. We then compare three different approaches which
counteract DDoS attacks and analyse how each approach differs in
terms of efficiency. In Chapter 7 we manage inter-domain trust using
the Social Computational Trust Model developed by Deljoo et al.
[27]. We extend the SARNET-agent to gather the evidence required
for computing trust, and based on that we introduce a trust-based
defence approach that we compare against the approaches of Chap-
ter 6.

Finally, in Chapter 8 we answer the research questions rq1–rq3
and we reflect on our main research question.

1.5 publications

A full list of publications by the author is provided at Page 175.
The links to the published source code and the datasets can be
found at Page 178. Listed below are the author’s contributions to
the publications that are used in the chapters:

Ch.2 R. Koning, A. Deljoo, S. Trajanovski, B. de Graaff, P. Grosso,
L. Gommans, T. van Engers, F. Fransen, R. Meijer, R. Wilson,
and C. de Laat “Enabling E-Science Applications with Dynamic
Optical Networks: Secure Autonomous Response Networks” [56],
in Optical Fiber Communication Conference, © Optical Society
of America.
R.K. wrote the operational part, A.D. wrote the strategic and
alliances part, and S.T. wrote the tactical part, R.K. consoli-
dated the work and did final editing. The remaining authors
edited and supervised the written work.
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Ch.3 R. Koning, B. de Graaff, C. de Laat, R. Meijer, and P. Grosso
“Interactive analysis of SDN-driven defence against Distributed
Denial of Service attacks” [53], in 2016 IEEE NetSoft Conference
and Workshops (NetSoft), © IEEE.
R.K. worked on developing the Virtual Machine base im-
ages, the infrastructure and the defence software prototypes.
B.G. designed the visualisation interface and developed the
communication layers with ExoGENI with input from R.K.
R.K. developed an interface for running experiments and
performed the data analysis of the article. P.G. consulted the
study. The remaining authors supervised.

Ch.4 R. Koning, B. de Graaff, R. Meijer, C. de Laat, and P. Grosso
“Measuring the Effectiveness of SDN Mitigations against Cyber
Attacks” [54], in 2017 IEEE Conference on Network Softwariza-
tion (NetSoft), © IEEE.
R.K. and B.G. worked on extending VNET; B.G. did most of
the programming. R.K. set up and ran the experiments, anal-
ysed the data and reflected on the outcomes. P.G. consulted
the study. The remaining authors supervised.
R. Koning, B. de Graaff, G. Polevoy, R. Meijer, C. de Laat,
and P. Grosso “Measuring the Efficiency of SDN Mitigations
Against Attacks on Computer Infrastructures” [49], in Future
Generation Computer Systems, © Elsevier.
R.K. defined the control loop and described its steps. This
part has been moved to Chapter 2. R.K. and B.G. worked on
extending VNET and implemented the control-loop in the
SARNET-agent; B.G. did most of the programming under
guidance of R.K. R.K. defined impact and worked on a defi-
nition of efficiency. G.P. later formalised and proved that the
definition satisfies the requirements in [81]. R.K. set up and
ran the experiments and analysed the data. P.G. consulted
the study. The remaining authors supervised.

Ch.5 R. Koning, N. Buraglio, C. de Laat, and P. Grosso “CoreFlow:
Enriching Bro security events using network traffic monitoring
data” [52], in Future Generation Computer Systems, © Elsevier.
R.K. designed and programmed and evaluated CoreFlow
using resources based on input provided by N.B and ESnet.
P.G. and N.B contributed by editing the written work. C.L.
supervised.

Ch.6 R. Koning, G. Polevoy, L. Meijer, C. de Laat, and P. Grosso
“Approaches for Collaborative Security Defences in Multi Network
Environments” [51], in 2019 6th IEEE International Conference
on Cyber Security and Cloud Computing (CSCloud)/ 2019 5th
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IEEE International Conference on Edge Computing and Scalable
Cloud (EdgeCom), ©.
R.K. and B.G. extended VNET and the SARNET-agent for
multi domain. R.K. extended the VNET and added multiple
defence approaches; G.P. extended efficiency. R.K. did the
evaluation of the approaches and the analysis. P.G. consulted
the study. The remaining authors supervised.

Ch.7 R. Koning, A. Deljoo, L. Meijer, C. de Laat, and P. Grosso
“Trust-based Collaborative Defences in Multi Network Alliances”
[50], in 2019 3rd Cyber Security in Networking Conference
(CSNet) (CSNet’19) [accepted], © IEEE.
R.K. extended VNET and integrated the trust components.
The Social Computational Trust Model is provided by A.D.
including the formula for benevolence, competence, and
risk. R.K. analysed and evaluated the model in practice. P.G.
consulted the study. The remaining authors supervised.
A. Deljoo, R. Koning, T. van Engers, L. Gommans, and C.
de Laat “Managing Effective Collaboration in Cyber-security
Alliances Using Social Computational Trust” [26], in 2019 3rd
Cyber Security in Networking Conference (CSNet) (CSNet’19)
[accepted], © IEEE.
A.D worked on the SCTM model and ran the simulations.
R.K implemented the model and the algorithm on the VNET
testbed and ran experiments. A.D. compared the testbed
results with the simulated results. The remaining authors
supervised.
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2S E C U R E A U T O N O M O U S R E S P O N S E N E T W O R K S

This chapter lays down the conceptual framework for building SARNETs
and it highlights the concepts that are implemented in the prototypes and
tools used in this thesis. We explain how we approach security problems
from a strategic, tactical, and operational viewpoint. We conceptualise the
control loop that drives the SARNET-agent in Chapter 4 and describe
its steps. We define the concepts metric, observable, task that we use to
determine the security state. The security state is used to classify attacks
manually, via visualisation, or automatically, by using the SARNET-
agent. We also explore how multiple SARNETs can collaborate by sharing
information about their security state.

This chapter is based on:

• R. Koning, A. Deljoo, S. Trajanovski, B. de Graaff, P. Grosso, L. Gom-
mans, T. van Engers, F. Fransen, R. Meijer, R. Wilson, and C. de Laat

“Enabling E-Science Applications with Dynamic Optical Networks: Secure
Autonomous Response Networks” [56], in Optical Fiber Communication
Conference, © Optical Society of America.

• R. Koning, B. de Graaff, G. Polevoy, R. Meijer, C. de Laat, and P.
Grosso “Measuring the Efficiency of SDN Mitigations Against Attacks on
Computer Infrastructures” [49], in Future Generation Computer Systems,
© Elsevier.

2.1 introduction

The SARNET research goal is to obtain knowledge on how to create
ICT systems that model their state, discover by observations and
reasoning, if and how an attack is developing, and on how to
calculate the associated risks. By collecting state information from
systems, network equipment, and databases within a domain we
may be able to calculate the effect and the risk of applying possible
countermeasures such that we can choose and execute the most
suitable one.

In this thesis we recognise that solving computer security prob-
lems is not just an operational problem that can be resolved by an
engineering team, but requires coordination on all levels within
an organisation: strategic, tactical and operational (see Fig. 2.1).
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12 secure autonomous response networks

To enable automated response, business values, risks, and policies
need to be translated into a set of rules that the software at the
tactical level can reason with and can translate into actions for the
operational level to execute when such an attack occurs.

Strategic

Tactical

Operational

defining policies
define rules
set up collaborations 

reasoning
risk assessments
decision making
learning

execution 
intelligence sharing
monitoring

Figure 2.1: SARNETs exhibit coordinated response on three levels: strate-
gic, tactical, operational.

The strategic level sets policies, which are expressed as a set of
rules to guide and constrain the effective defence strategies against
cyber attacks that are operationalised at the tactical level. These
strategies can be related to a single organisation or to multiple
organisations that collaborate with interconnected SARNETs that
we call alliances(Fig. 2.2)

At the tactical level, we aim to find response-scenarios that can
prevent or mitigate negative effects of an attack on the network.
Ideally, the network should autonomously anticipate new threats
by taking preventative measures that contain the attack. At the
very least, the network should be able to recover efficiently from
the attack. Determining the best possible response depends not
only on the attack itself but also depends on the environment, cost,
and the risks of applying countermeasures. Therefore, it is key to
learn from past attacks and to learn from the solutions previously
implemented.

The operational level provides runtime information to the tactical
layer to make its decisions. The runtime information can include
an inventory of physical and virtual systems, network topology
information, live monitoring information from the network, as well
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2.2 the sarnet framework 13

as the systems’ components and security events generated by In-
trusion Detection Systems (IDSs). Based on runtime information,
the operational level classifies suspicious activities on the network
and communicates them to the tactical level. The tactical level then
takes this information, makes a decision and picks the most suitable
defence from a collection provided by the operational level. The oper-
ational level then decomposes the defences into executable tasks that
can be scheduled on and executed by the underlying infrastructure.
These tasks need to be executed at the correct place in the infrastruc-
ture in order to be effective. Automated scheduling and executing
the tasks at the correct place in the network requires the network to
be software controllable. We research whether controllability can be
achieved by combining cloud facilities in combination with dynamic
optical networks, Software Defined Networking (SDN), and Net-
work Function Virtualization (NFV). We choose these technologies
as the foundation for creating SARNETs.

SARNET Alliance

SARNET
Internet
Service
Provider

SARNET
Enterprise 
Network

SARNET
Service
Provider

Policies

Collaborative Rules

Figure 2.2: A SARNET alliance enforces a common set of rules on collabo-
rating networks.

2.2 the sarnet framework

Software can efficiently support the instantiation of a network, in
any shape or form, as an overlay network on physical devices. SDN,
virtual links, and virtual network functions, are the building blocks



539064-L-sub01-bw-Koning539064-L-sub01-bw-Koning539064-L-sub01-bw-Koning539064-L-sub01-bw-Koning
Processed on: 10-12-2019Processed on: 10-12-2019Processed on: 10-12-2019Processed on: 10-12-2019 PDF page: 24PDF page: 24PDF page: 24PDF page: 24

14 secure autonomous response networks

for software-defined overlay networks. Organisations increasingly
rely on overlay networks for the delivery of digital services to
their customers, end-users and other companies. An example is
the creation of virtual networks between instances of cloud based
virtual machines or containers.

We research if having the capability of re-programming the net-
work and if using software to control the paths taken by traffic flows
allows us to selectively block attack traffic or redirect it to (virtual)
network appliances for further analysis or mitigation. Automatically
providing responses to attacks by reconfiguring the network using
software can prevent interruptions and increase the continuity of
the services are provided by the SARNET. We develop a framework
to increase resilience of a SARNET and the services that it provides
by addressing two challenges: Firstly, to enable automated response,
the SARNET autonomously reacts to attacks based on metrics that
are provided by the SDN and by using a knowledge-base of de-
fences that are tailored to the service itself. Secondly, to increase
defence resources, the SARNET needs to allow defences that span
multiple domains driven by joint strategies that are executed by the
cooperating members.

A SARNET uses control loops to monitor and maintain the de-
sired state required by the security observables. Strijkers et al. [102,
103] researched the idea of using control loops in computer net-
working. Here control loops were used to enforce connectivity
requirements. The requirements were that all nodes in the network
needed to be connected to at least two other nodes. The network
would automatically recover from link failures and be brought back
to the desired state. The SARNET framework captures the idea
above and expands on it by describing the elements necessary to
implement different and more complex observables and reactions
that not only operate on network availability but also on system
security.

The SARNET control loop is similar to the OODA loop (observe,
orient, decide, and act). Lenders et al. [61] successfully applied
the OODA loop to network security. The SARNET loop shown in
Fig. 2.3 features more granular steps and explicitly adds a learn step
to collect data for improved responses to future attacks. Table 2.1
gives a brief overview of the steps in the SARNET control loop, these
steps are grouped in four different phases on which we elaborate in
the upcoming sections:

• Detection: Detect, Classify, Analyse
• Decision: Risk, Decide
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• Response: Respond, Measure, Adjust
• Learning: Learn

Learn

Analyse

Detect

RiskRespond

Measure

Classify

Decide

Adjust

Figure 2.3: The steps and phases in the SARNET control loop: Detection
phase (red); Decision phase (orange); Response phase (green);
Learning phase (blue).

The control loop and its steps are executed by the SARNET-agent.
In detect, the agent receives information from one or more external
monitoring systems. respond relies on software that controls the
network elements, a network controller, to delegate the defence
tasks to the elements in the network. Together, the SARNET-agent,
monitoring system, and network controller, maintain the network’s
security state.

2.2.1 Detection: Detect, Classify, Analyse

Several techniques exist to detect known attacks. The first technique
is using a signature-based IDSs; these systems can, when updated
regularly, detect most known attacks by matching the event to
a database of known attack signatures. Flow analysis is another
established way of detecting anomalies in the network [97]. Flow
analysis can help to detect both known and unknown attacks but
requires security experts to identify the anomalies and to collect
attack details. Finally, machine learning can be used to detect attacks.
Sommer et. al [96] identified five fundamental challenges for the
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Step Description

Detect Detects the default state in which a SARNET is during
normal operation. Whenever the SARNET detects an
anomaly on the network it triggers the control loop.

Classify Classifies the anomaly as an attack and determine
what kind of attack it is.

Analyse Analyses the characteristics of the particular attack.
Analyse determines where the attacks originate from,
which path they take on the network and what the
target is.

Risk Determines the impact of the attack to the business
supported by the network.

Decide Evaluates past decisions and policies and determines
the suitable countermeasure for the attack.

React Executes the countermeasure.

Measure Samples the new state and check whether the coun-
termeasure is effective.

Adjust Adjust the reaction where possible to get the optimal
result.

Learn Stores data containing results and execution parame-
ters for future reference.

Table 2.1: The steps in the SARNET control loop

use of machine learning in intrusion detection systems and offer
some solutions. Although machine learning is increasingly applied
in the field of intrusion detection, some of these challenges, such as
obtaining suitable data-sets and identifying suitable features, still
hold [104].

The variety of attack detection systems is accounted for in the
classify step. A SARNET collects metrics from the network, the
(intrusion detection) systems connected to the network, and appli-
cations. A SARNET is also able to collect metrics based on business
processes such as the amount of products that are sold during a time
interval. An observable (see: Sec. 2.3) adds a condition to one or
more monitored metrics and indicates whether or not the behaviour
the metrics is abnormal according to the condition. One or more
observables map to a classification.
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Based on the classification, analyse obtains additional information
provided by the network monitoring system about the attack such
as: origin, target, entry points, traffic type, and other characteristics.
analyse also provides information on the scale of the attack which
can then be used to calculate the risk of the attack.

To collect this additional information, we describe an event cor-
relation pipeline, CoreFlow (Chapter 5), that queries additional
information sources based on events generated by an IDS. The goal
of CoreFlow is to extract new data from the combined information.
The information generated by CoreFlow can be used for analysis
and for more precise attack classification.

2.2.2 Decision: Risk, Decide

risk determines the impact of the attack and the chosen defence on
the business. The impact can be expressed as revenue loss, yet there
are more elaborate models that quantify the impact of an attack,
such as [33], that are usable in risk. Decide evaluates the cost and
efficiency of the possible reactions. To make a decision decide takes
the following aspects into account:

• Attack class (provided by classify)

• Attack characteristics (provided by analyse)

• Risk of applying the countermeasure (provided by risk)

• Knowledge of the network

• Monetary costs of executing responses

• Efficiency of the countermeasure in similar situations (previ-
ous results from learn)

Effective reaction depends on the characteristics of the SARNET
under attack, e.g. whether the SARNET is redundant or multi-
homed, and it depends on the location where the countermeasures
can be applied in the network. In some cases machines or network
elements can be added and link capacity can be increased. Dynam-
ically changing link properties is possible thanks to NFV and the
cloud services available to the SARNET. A modification will have
monetary costs, dependent on the service provider the infrastruc-
ture is running on, as well as costs in implementation times, e.g.
VM startup times. These costs are parameters that decide accounts
for. When multiple defences are available for the situation the decide
step picks the defence with the highest efficiency and executes it.
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2.2.3 Response: Respond, Measure, Adjust

A defence consists of multiple tasks such as re-configuring the net-
work flows, relocating the virtualised network functions, and relo-
cating computing and storage services. Software Defined Networks
(SDN) are an effective way to build and support secure (network)
services. SARNET uses SDN to enhance its security by using the
SDN’s flexibility to change traffic flows and by re-routing important
traffic away from overloaded parts of the network towards other
parts dedicated to traffic analysis. Combining the flexibility of SDNs
with both NFV and machine virtualisation enables deployment of
countermeasures where required. Service Function Chaining (SFC),
an emerging standard for network control plane operations [83],
provides a suitable solution to connect these NFVs together. By
using SFC, one can specifically target and re-route suspicious traf-
fic towards network functions that do more intensive processing
e.g. DPI, filtering, and scrubbing. DPI is CPU intensive due to the
variety of network protocols and data that can be inspected. Dedi-
cated hardware appliances do exist that can do DPI at high speeds,
but they are relatively expensive in comparison to regular network
equipment. By first separating suspicious flows from the generic
traffic, and redirecting the suspicious traffic to such a device, may
remove the requirement for dedicated hardware since the amount
of data that needs to be processed is lower. Also, since processing
is only done on suspicious traffic, delays or interruptions do not
affect the regular traffic, which can also relax the requirements. Due
to the lower amount of traffic and quality requirements, commod-
ity hardware can be used, which is less costly and more widely
available.

Once the countermeasure is activated, measure evaluates whether
the applied response has the desired effect. If the security observ-
ables have returned to normal, the measure loop exits, triggering
learn, and returns back to detect.

Defence parameter adjustments may be needed when the network
does not recover while defending. This is done in adjust. If at a
certain point there are no further adjustments possible, or when
the adjustments did not provide sufficient improvement in a given
amount of time, we will resume the main loop and trigger learn that
evaluates how well the countermeasure performed and stores this
information.
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2.2.4 Learning: Learn

The learn step records the effect of the chosen actions. The data
recorded by learn allows to respond more quickly to similar attacks
in the future. It is essential to properly define the efficiency of a
countermeasure. One possible way to express efficiency is using
the monetary costs of the response; efficiency is, in this case, the
cost recovered thanks to the reaction and cost of the reaction itself.
Chapter 4 gives the definition of efficiency and shows how it can
be used to evaluate countermeasures. What constitutes an effec-
tive countermeasure depends on efficiency but will differ between
SARNETs because of variations in network topology, rules, and poli-
cies. Therefore, the efficiency is situation dependent. The suitable
countermeasures are ranked according to their efficiency and, if the
attack characteristics are similar, the ranking can be used in the next
iteration of the decide phase to choose the best countermeasure.

After learn the control loop enters detect. In case of a new attack or
if the previous attack was not resolved the loop continues again to
decide. The updated performance information from the learn step is
incorporated in the decision process and ultimately leads to better
decisions and more efficient defences.

2.3 observables

A security observable represents a measurable property of a system.
Such an observable changes state when the observed metrics are
outside of the desired range or when a certain condition applies.
Observables can monitor metrics at the network, application, service
and business level. Some examples of observables are listed in table
2.2.

An observable has one or more inputs. The inputs can be dynamic:
metrics, observables, or static: test sets, or a fixed value. The output
is a Boolean value. Therefore, observable oi, has two possible states:

oi =

{
healthy

unhealthy
(2.1)

The output is unhealthy when the condition that applies to the
observed metric is violated and otherwise it is healthy. To map the
inputs to the outputs, the observable uses an assigned decision
function.
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level security observable oi

business number of products sold should be above x

policy traffic to service provider x is passing

services request to service x is only allowed from y

app response time of the application should be < 30ms

comp CPU load of system x should not exceed y

network Network bandwidth on link x cannot exceed 1 gb/s

Table 2.2: Example security observables defined at different levels.

When an observable’s inputs are metrics, the decision function
usually contains a ring buffer of x metric samples. This allows the
function to detect trends, to count, or to do averaging. The larger
the buffer is the slower the (initial) response time of the observable
will be. The function can work on aggregated data, for example take
the average and compare it to a threshold, or against an average of
another metric, or work on individual samples e.g. run a statistical
comparison based on the samples in the buffer and the historical
data to see how similar they are.

Most of the time, when a single observable triggers, there may not
be enough information to classify the event as an attack. Therefore,
we allow grouping of specific observables. We group observables
by defining a new observable that has the other observables as
inputs. Ultimately such a group of observables maps to an attack
classification.

Table 2.3 visually shows how observables map to a classification.
When the amount of traffic exceeds 80 percent of the link capacity
(observable1), the amount of UDP traffic on the link exceeds 80 per-
cent of the total traffic (observable2), and the transactions of a web
application go below the threshold of 300 per second (observable3)
it triggers the classifying observable, observable4, that maps to an
UDP DDoS classification such as described in Chapter 6 Sec. 6.6.

Table 2.3 also shows how the selected defence maps to a set of
tasks that need to be executed in a single domain or multi domain
environment, depending on the type of defence.

2.4 sarnet operation

Fig. 2.4 shows a simple representation of a SARNET. A simple SAR-
NET has a control loop and security observables (see section 2.2),
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Metric Observable Classification Defence Task

bandwith >80% DDoS Wait it out start scrub-
bing

tcp/udp ratio >10%/90% Filter
locally

redirect clean

transactions <300 Filter
remotely

redirect dirty

remote
scrubbing

Table 2.3: This table shows how changing observables ultimately maps to
defence tasks: when the combination of observables is unhealthy,
the classifying observable becomes unhealthy and we get a
classification (red). Then a defence is selected from a list of
defences. This defence consists of multiple tasks (green) that
need to be executed or delegated to collaborators in case of
multi-domain defences.

Security 
Observable

Figure 2.4: A SARNET: the security state of a SARNET i (Si) is described
by the set of the security observables Oi (right) that relate to
the desired state of resources (left).

which influence and define the SARNETs security state. The secu-
rity state is either OK when everything is in order, FAIL when an
attack is classified, and TRANSIT when the SARNET is resolving
the attack. The security state changes when one of the classifying
observables is unhealthy. The security state also depends on the con-
trol loop state, L. The control loop states are detect, classify, analyse,
risk, decide, react, measure, adjust, learn and correspond with the steps
in the control loop in Fig. 2.3.
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The security state and conditions that change the security state
are defined as follows:

Si =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

OK if ∀oi ∈ Ci, oi = healthy
FAIL if ∃oi ∈ Ci such that

oi = unhealthy and L = detect
TRANSIT if ∃oi ∈ Ci such that

oi = unhealthy and L �= detect

where

Si = the security state of SARNET i

Oi = the complete set of security observables for SARNET i

Ci = the set of classifying observables for SARNET i; Ci ⊂ Oi

oi = a single security observable in SARNET i where oi ∈ Oi

Li = is the current control loop state of SARNET i

(2.2)

A SARNET can exhibit two types of behaviour: reactive and adap-
tive: A Reactive SARNET consists of an overlay network of intercon-
nected cloud services that maintains a certain security state. If the
security state is somehow threatened, the SARNET will adapt the
resources in such a way that the threat is minimised and the secu-
rity state is maintained. An Adaptive SARNET constantly changes
its network topology using the flexibility of the virtual network
infrastructure. The operator defines the input and output require-
ments of the SARNET. Internally the network constantly changes
while still meeting the requirements. A randomly changing network
makes it extremely hard for an attacker to discover the true network
layout. For example adaptive SARNETs could reduce the attack
surface of the network elements by relying on techniques such as IP
randomisation [117]. To minimise the negative impact on network
performance caused by frequent changes, it is necessary to place
measures that negate such influences. Adding appropriate security
observables to ensure availability is strongly advised to guarantee
continuity of the service running on an adaptive SARNET.

Due to the technical and operational complexities of running an
Adaptive SARNET the experiments in the remaining chapters use
the reactive SARNET approach.
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2.5 implementation considerations

When using the SARNET framework to secure networks, it is im-
portant to pay attention to network and system design and to take
preventive security measures such as network segmentation and
applying security best practices:

• Segmentation and separation of concerns:
A well configured network limits the amount of possible attacks,
and a detailed description of this network makes it easier to
detect anomalies. Therefore, SARNETs should be bootstrapped
in such a way that they have the smallest possible attack surface
and they initially enforce a “default deny” approach throughout
the whole infrastructure, so that only the approved flows can
transit. Communication between application components can be
described as policies in a DSL (Domain Specific Language), which
are sent to the network controller [59, 86]. The DSL is usually
high-level with a focus on communication between application
components e.g. only service B can talk to service A. The service
meta-data, the network protocols and the ports used in this com-
munication, can be extracted automatically, from the application
source code using code analysis, or can be provided by manually
describing the service components. When the service meta-data
is combined with information specific to the deployment (IP ad-
dresses, MAC addresses), the DSL can be used to configure the
network elements to only allow these network flows.

• Security best practices:
The network functions and services that are part of a SARNET
should be up to date with the security best practices. For example:
routers should implement BCP38[34] and use prefix filtering. To
decrease the attack surface, firewalls should be in place for all
deployed elements to deny unwanted access to these elements,
servers should not run unnecessary services and intermediate
switches should drop unnecessary traffic. Vulnerability scanners
and software assessment tools can be run periodically to test
whether or not the software releases contain known security
holes. Periodic assessment limits the vulnerability to any known
attacks to the system.

• Protecting the SARNET software components against attacks:
Also it is important to protect against misuse of the SARNET
components themselves. When using software to secure and
control the network or the application, this software should be
protected against modification by attackers. Common practices
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in software engineering such as code signing, anti-tampering
protections, and proper access control to the software repositories,
are solutions that are also applicable to the SARNET components.
These common practices should also be applied to the defence
strategies and to the observables.

• Protecting the connected devices:
Users need to be able to interact with the resources in the SAR-
NET from outside boundaries of the SARNET. One way to pro-
vide secure access to the SARNET is providing a web service
that can be used to interact with a client side application. The
client side application should use encrypted connections, such
as Transport Layer Security (TLS) to talk to the web-service or
use encrypted Virtual Private Networks (VPN) to connect to the
SARNET via the regular internet. Including user devices in a
SARNET brings new risks. User devices may contain malicious
software and can leak information since they also connect to
other networks. Information leakage amongst networks can be
addressed by for example, sandboxing the applications on the
user device[62] [89]. Unless the user devices are monitored by the
organisation and this information is available to the SARNET, the
devices are treated as potentially hostile. Extra security measures
can be taken to lower the risk of allowing user devices, such as
rate limiting the amount of connections, or authenticating the
applications.

2.6 interconnection patterns

Sometimes its desirable to not use a single SARNET but rather
a composition of smaller SARNETs. Sub-dividing a SARNET in
smaller SARNETs can help to reduce control complexity, to remove
single points of failure, to compartmentalise control and decision
making (in case an agent gets compromised), and to reduce re-
sponse latency and improve decision time. Each SARNET operates
autonomously but interacts with its neighbouring SARNET.

We distinguish three patterns for interconnecting SARNETs.

• The Disjoint pattern when there is no relation between the
SARNETs;

• The Nested pattern when there is a hierarchical relation be-
tween SARNETs;

• The Intersecting pattern when there is a bi-lateral relation
between SARNETs.
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Besides sub-dividing a single-domain, these patterns can also be
used in multi-domain networking: nested SARNETs can be used for
a delegated setup, where one bigger organisation or collaboration
dictates some of the policies that its members have to comply with.
The intersecting SARNET is a useful pattern for bi-lateral peering
agreements, where the intersecting SARNET’s observables represent
the policies agreed upon by the peering parties.

The disjoint SARNET pattern does not impose any requirements
on its connected networks, therefore, this pattern is more likely to
be adopted. As disjoint SARNETs share no observables with each
other and, therefore, operate autonomously, we chose this pattern
as a first proof of concept that facilitates collaboration in Chapters 6
and 7. Although the disjoint SARNETs do not communicate their
security state, they can collaborate by sending messages to exchange
information or requests to execute tasks.

2.6.1 Disjoint SARNET

SO SO

Figure 2.5: Two disjoint SARNETs that collaborate but do not share ob-
servables

Disjoint SARNETs (Fig. 2.5) are the simplest form of combining
SARNETs. We consider SARNETs disjoint when they both control
their own set of equipment and monitor it using their own observ-
ables. The connection can however be monitored by either or both
of the SARNETs. Disjoint SARNETs have a single requirement: that
the demarcation point is controlled by either one of the SARNETs
or none at all. An example of a disjoint SARNET is two SARNETs
connected using a traditional network. The uncontrolled connection
can be a single network link between the SARNETs or traverse sev-
eral networks that do not implement the SARNET interconnection
pattern. In this case the two SARNETs operate autonomously, on
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their own observables, and have no knowledge of or visibility into
the other SARNET. Because the networks act autonomously and
from their own point of view, there is a risk of making conflict-
ing decisions. Decision conflicts can be reduced by adopting more
hierarchical patterns such as the nested and intersecting SARNET.

2.6.2 Nested SARNET

Nested SARNETs (Fig 2.6) are SARNETs with a dependency, i.e a
parent-child relation. The child SARNET acts autonomously and
exposes L to its parent.

Security 
ObservableSO

Figure 2.6: A child SARNET is nested in a parent SARNET. The outer
SARNET is always aware of the state of the inner SARNET.

A nested SARNET has three types of relationship between child
and parent 1) the child inherits security observables from the parent,
2) the child overrides some security observables from the parent and
3) the child inherits none of the observables of the parent. Inheriting
is the default behaviour in a Nested SARNET:

1. The child inherits the security observables from the parent
and adds its own to extend the observables for a certain part
of the network.

Oi = Oparent ∪ Ochild (2.3)

To avoid race conditions or conflicting actions between parent
and child, the child becomes responsible to monitor all observ-
ables. Since Oparent is exposed to the child, the child acts on
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both sets of observables. The security state, Schild, is communi-
cated back to the parent. Therefore, the parent knows whether
the children are resolving the problem or not, and has the
option to respond to that. Also, when the parent observes
repetitive changes in the children’s security state, or notices
that children are interfering with each other, it can solve the
issue by taking over the problem solving itself.

2. The child overrides some security observables. It inherits all
the observables from the parent

3. the child operates on its own security observables. It inherits
non of the observables from the parent and defines its own.
Because the child initially has no observables defined or in-
herited, it can be configured to be less secure than the parent.
It is however useful when a part of the network has to operate
on a completely different set of observables. When a nested
SARNET overrides its parents behaviour there is no relation
between its observables:

Ochild ∩ Oparent = 0 (2.4)

also there is no direct relation between the Schild and the
Sparent. The parent is always informed of the current state of
its children. When there is no inheritance, race conditions
can occur. When {S}child = FAIL or TRANSIT the parent
should implement observables that watch the child’s state
and waiting for a certain amount of time to let the child
solve its problems and return to OK. It is conceivable that
in reaction to the child’s change, the parent decides to make
changes to the situation in such a way the child changes back
to FAIL. The interaction can cause parent and child to keep
responding to each other and create a feedback loop which
can cause the security state of the children to continuously
change from FAIL to TRANSIT to OK. The parent should
be able to detect these feedback loops and break the cycle by
taking charge of the children and enforce another solution.

2.6.3 Intersecting SARNET

An intersecting SARNET (Fig. 2.7) connects two SARNETs, without
inheriting observables from its neighbours. Defining a separate set
of security observables prevents importing conflicting observables
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SO SOSO

Figure 2.7: A SARNET intersecting two other SARNETs.

from neighbours, that can impact the stability of the network. Sep-
arate observables also makes sure policy agreements are reflected
correctly. The relationship between security observables can be
expressed as:

Oi ∩ (Ole f t ∪ Oright) = 0 (2.5)

New security observables are defined by the resulting SARNET to
enforce the policy agreement, and both parties are aware at of the
security state of the intersecting SARNET at any time.

2.7 related work

FOCALE [101] is an autonomic networking concept that stands
for Foundation, Observation, Comparison, Action and Learning
Environment. FOCALE focuses on running network services based
on business rules and it provides two control loops, one for mainte-
nance, and one for adjustment of the system components. FOCALE
uses semantic data models for reasoning and decision making. FO-
CALE focuses on providing models running an autonomic network
as a whole. SARNET emphasises on security and explores, by de-
veloping proof of concepts, whether or not we can actually defend
against attacks by applying ideas from autonomic computing to the
latest techniques in computer networking.

Internet Factories [103] provide the libraries to orchestrate a net-
work from an application programmer’s point of view. An applica-
tion instantiates an Internet Factory to execute a certain workflow.
The Internet Factory builds the network according to the require-
ments of the application and verifies if these requirements are met.
Internet Factories can take care of deploying the application spe-
cific network functions in multiple cloud environments. SDN [58]
opened up new possibilities to create network operating systems,
that monitor and manage the complete network with various levels
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of intelligence. The network operating system system provides an
API to software developers to create the networks they need for
their applications. ONOS (Open Network Operating System) [9],
for example, lets the software use something that the authors call
”Intents“ to describe communication patterns. Another example is
ENOS [82], an operating system for the ESnet testbed built by the
US Department of Energy, that supports security features and high
performance environments. These developments reduce network
configuration complexity using higher level abstractions, enable soft-
ware control and, therefore, enable the deployment of SARNETs.

Security Information and Event management (SIEM) systems [10]
collect logging and event data from various components in the net-
work, they correlate them and they generate alerts when suspicious
actions take place. It is up to the administrators or security officers
on duty to interpret these attacks and respond to them accordingly.
SARNET differs from a SIEM by including business policy and busi-
ness data and implementing automated responses where possible,
thus increasing the availability of the service.

There are initiatives that focus on future Internet architectures
that enhance security. NEBULA [1], for example, provides secure
and resilient networking for cloud architectures. They acknowledge
current problems with internet security and solve this by using
cryptographic tokens to authenticate packets and a mechanism to
verify paths called ICING. However, NEBULA depends on a specific
network design and on the use of specific control-plane software.
The SARNET framework, although it currently targets SDNs, is
technology independent and can also be applied on both traditional
and future network technologies.

RINA (Recursive InterNet Architecture) is a complete redesign
of the Internet protocol stack currently used and takes away many
of the problems that network operators are currently experiencing
with using TCP/IP protocol stack [24]. Applications exchange data
using one or more DIF (Distributed Inter process call Facility). A
DIF remotely resembles a layer in the OSI model [98] and provides
a service. The lower DIFs handle packet transmission and routing
while the higher DIFs provide application functionality. Each DIF
can have its own internal addressing scheme and policies, and to
become member of a DIF, the application has to be authenticated,
greatly enhancing the security [11].

DRUID (Dynamic Recursive Unified Internet Design) [107] is a
future internet design based on the Recursive Network Architecture
(RNA), which uses recursive blocks that provide communication ser-
vices. Unlike RINA, DRUID uses conventional layered architectures
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to implement these blocks which can implement security functions
to enforce policies and provide the necessary authorisation. The
isolation and authentication provided by RNA and RINA seem
promising for building secure networks, but the disadvantage is
that these architectures requires drastic changes to existing network
infrastructure, which limits their adoption. SARNETs use techniques
that can be used with existing infrastructure.

2.7.1 Summary

This chapter explained the SARNET architectural framework and
the core concepts. We explained that we look at the security problem
from the strategic, tactical and operational levels. We explained the
SARNET control loop and how each step in this loop contributes
to maintaining a secure network state. To determine the security
state, we introduced the concepts metrics and observables. Finally,
we explore patterns to interconnect cooperating SARNETs in both
single and multi domain context. The next chapters show our expe-
riences with implementing this framework in practice using both
single and multi-domain prototypes that implement the reactive
disjoint SARNET pattern. We demonstrate that these prototypes can
automatically defend against attacks on the infrastructure under
their control.
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3A P L AT F O R M F O R E X P E R I M E N TAT I O N W I T H
S D N - D R I V E N D E F E N C E S

In this chapter we discuss the testbed that we developed for experimen-
tation with attacks and defences. This chapter explains how we built a
software controlled isolated environment for repeated security experiments.
We answer rq2 by identifying the basic set of response actions that an
SDN provides, which can help to defend the network. Using the concepts,
metrics, and observables from Chapter 2 we create a visualisation of the
network and answer rq1 by demonstrating how these metrics are used for
decision making and determining the security state. Finally, we used this
visualisation to gain knowledge from experts at the SuperComputing 2015
(SC15) conference, by letting them solve pre-programmed attacks on the
network in a limited amount of time. We report on the interactions we had
with the experts, and analyse the given solutions, to better understand the
strategies that are required to respond automatically.

This chapter is based on:

• R. Koning, B. de Graaff, C. de Laat, R. Meijer, and P. Grosso “Interac-
tive analysis of SDN-driven defence against Distributed Denial of Service
attacks” [53], in 2016 IEEE NetSoft Conference and Workshops (NetSoft),
© IEEE.

3.1 introduction

It is imperative to asses which implementation issues arise when
developing a SARNET and use them to improve the architectural
framework in Chapter 2. Therefore, we set out to investigate:

• What is an appropriate way to expose security observables to
external components, either human or software? Concretely,
which visualisation techniques are suitable for SARNETs?

• What is the range of responses possible in a SARNET and how
do these responses depend on the underlying SDN control
software?

• What are the metrics that can guide the selection of responses
to attacks during the decide phase, and what are the most
valuable metrics we can store in the learn phase to determine
the solutions’ effectiveness for future selection?
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In this chapter, we present the results and findings of the above
questions that we obtained by letting users interact with our inter-
active prototype via a multi-touch interface to detect and respond
to DDoS attacks. The results were gathered during the Super Com-
puting conference held in Austin, TX in November 2015 (SC15).

3.2 prototype architecture

We developed a SARNET prototype called VNET that supports an
initial number of SARNET control loop elements, in particular we
implement the Detect, Decide, Respond, Measure, and Learn phases.
Currently, VNET is able to provide a visualisation of a network
suffering from basic DDoS attacks and it allows users to manipu-
late the network characteristics with direct visual feedback on their
actions and the effects thereof. It allows the creation of simple ob-
servables based on the current state of the network topology, traffic
and elements. Additionally, VNET allows scripting of attack scenar-
ios, which execute network changes using the network controller.
Real-time monitoring data and observable states are forwarded to
the UI for visualization and for user interaction. Figure 3.1 shows
the application components of the VNET.

uva-nl 

ExoGENI 
rack

VNET

Multitouch Table or Web browser

Virtual 
machines

VNET-agent

Network 
Functions

VNET-agent

UI controller

Infrastructure 
controller Monitoring system Network

controller

VNET-visualization UI

Figure 3.1: Software components in the VNET prototype, version 1
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3.2.1 ExoGENI

As underlying platform for the VNET operations, we used Exo-
GENI [5]. ExoGENI is a platform for orchestrating cloud resources
(OpenStack), SDNs (OpenFlow)[70], and network circuits[4]. There
are currently about 20 ExoGENI racks in operation at various educa-
tional and research institutes, including one located at the University
of Amsterdam (the uva-nl rack). Resources are deployed in the form
of slices and can span multiple racks and networks (physical sites).
The platform hides the hardware differences between the racks
and automatically configures the network. Network elements and
functions are implemented as virtual machines.

3.2.2 Network Functions

Independence of the underlying infrastructure was an important
design requirement. Therefore, we use Ansible1 playbooks to build
our network functions and to prepare the necessary VM images.
These playbooks contain instructions to install each virtual machine
and to configure the required software packages, including the
VNET-agent, which we use to monitor the VM. We currently have
network functions for traditional and OpenFlow switches, RIP and
OSPF routers, and SDN controllers such as OpenDaylight and Ryu
[47]. These network functions are used in the network topologies
that are deployed by VNET.

3.2.3 Infrastructure Controller

The infrastructure controller acquires and monitors the topology
from the underlying infrastructure. This topology consists of the
VMs and virtual network links. It translates the topology data
from the Infrastructure as a Service (IaaS) controller and converts
this to the VNET internal format. The topology is regularly polled
at a tunable rate, which can be set to the expected frequency of
network changes. A push-based approach can also be used if the
IaaS controller supports custom plugins or sends topology updates
by itself.

1Ansible: https://www.ansible.com/
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3.2.4 Monitoring Controller

The purpose of the monitoring controller is to collect information,
metrics, and statistics from the nodes and links in the network
and to pass this to the VNET interface. The node and network
state (bandwidth usage and link state per interface) and various
function specific data (e.g. spanning-tree information) is sent over
an encrypted channel by the VNET-agent that runs on the VMs to
the monitoring controller.

In our case, the underlying IaaS platform did not always accu-
rately provide topology information. Thus, we developed the mon-
itoring controller such that it is capable of deducing the topology
based on the platform specific meta-data provided by the VNET-
agent. For example, in case of ExoGENI, this meta-data contains
the URN2 that uniquely identifies the node, the name of the slice,
and the cluster worker node the VM is running on. ExoGENI how-
ever, does not provide an URN representation for its interfaces to
the VMs. Therefore, the monitoring controller uses the interface
IP addresses provided by the VNET-agent to construct the final
topology.

3.2.5 Network Controller

VNET interacts with the network components and changes their
properties to alter the behaviour of the network and the traffic
flows. The network controller facilitates this; it uses an RPC channel
to the VNET-agents to set node and link configuration, and to
execute commands on the nodes. Changes to the network can be
triggered by the user via the multi-touch interface or are triggered
automatically by VNET.

3.2.6 VNET-agent

The VNET-agent monitors and controls the node. The daemon
maintains secure connections to both the monitoring controller and
the network controller over a TLS secured WebSocket3 connection.
The agent reports detailed interface statistics and host meta-data
such as host name, interfaces and IP addresses. Network function
specific data can supplement the host meta-data by writing this data
in the form of (JSON) key/value pairs to a predefined directory

2Uniform Resource Name
3The WebSocket protocol: https://tools.ietf.org/html/rfc6455
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which will be automatically picked up by the agent and transmitted
to the monitoring controller.

3.2.7 Visualization User Interface

The VNET user interface supports both touch and pointer events, it
is build in JavaScript using the D3.js4 library and uses WebSockets
to talk to the user interface controller component.

Figure A.2 in Appendix A shows the VNET user interface, as it
was used during the demonstration at SC15. Information is organ-
ised in three columns. The left column shows information relevant
to the operation of the network; the demo showed scenario controls
and service revenue as described in Sec. 3.3.2. The centre column
shows a network representation. It displays disabled links and the
line colour changes based on link utilisation for active links. An
observable, node health status, is displayed using a red, orange, or
green circle. Finally, the right column shows details of the currently
selected node or link, and provides controls for node actions.

The concurrent monitoring of both network and service informa-
tion is an essential element for the SARNETs operation, as this is
the only way in which the system can maintain a proper balance
between the effect of the executed SDN operations and the services’
performance to the end users.

3.2.8 Bootstrapping

To bootstrap a network we use a topology description, a JSON5

file with a list of nodes, node type and a list of all the available
network links between these nodes. The format is kept simple for
readability and ease of use. This is done by using common defaults,
so that properties do not have to be defined for each element. When
supported by the underlying infrastructure, multiple domains can
be used by simply specifying the location (domain) of the node
in the topology. This simplified topology is converted into the
appropriate orchestration request for the underlying virtualisation
platform. In the case of ExoGENI, this is NDL-OWL [35, 55, 108].

4D3.js Data-Driven Documents: https://d3js.org/
5JavaScript Object Notation
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3.2.9 Scenarios

After bootstrapping the network, we load an attack scenario. The
scenario definition consists of two parts. The first part defines the
initial state of the network such as which links are enabled, what
their bandwidth is, and which filters are applied. The scenario also
defines the visual elements such as the colours or icons of nodes in
the topology. The second part allows for creating predefined attack
patterns over a period of time, by defining at what time and by
which nodes the DDoS attacks are started. Commands contain the
target of the attack, its type (e.g. UDP or TCP), the duration of the
attack, and its strength in terms of bandwidth.

3.3 multi-touch table demonstration

The demo we showed at the Super Computing 2015 (SC15) confer-
ence relies on the prototype described in Sec. 3.2. The user of the
demo was presented with a multi-touch table interface showing an
interactive visualisation of a network. The goal, for the user, was to
use this interface to reconfigure the network and minimise the effect
of the DDoS attack congesting the service and to recover revenue.
By detecting, analysing, deciding and reacting to the attack, the
visitor effectively acts as the SARNET control loop (Fig. 2.3). The 25
VMs used for this demo were hosted on the uva-nl ExoGENI rack
and the links between the nodes were requested with a maximum
bandwidth of 100 mbit/s.

During SC15, the ExoGENI IaaS platform posed some limitations:
first, running slices could not be modified6. We implemented our
own mechanisms to scale bandwidth on the virtual links using tc7

on the interfaces of the virtual machines. We used token bucket filter
to shape the outgoing rate to the bandwidth requested by the visitor.
Additionally, removing links in an active slice was implemented by
shutting down interfaces on the virtual machines. Secondly, there
was no mapping between the interfaces on the virtual machines and
the links in the ExoGENI topology. We solved this by using a static
IP addressing scheme that allowed us to unambiguously identify
links and interfaces.

We used three types of network elements to build the demo,
routers running OSPF, services and customers that can turn into attack-
ers. Services run a web-service that simulates web-shop transactions;

6RENCI deployed slice modification for ExoGENI and deployed this in early
2016.

7Tc is a tool to configure Traffic Control in the Linux kernel.
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customers send transactions to the web-service while attackers send
both transactions and attack traffic to the web-services.
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Figure 3.2: The two demo scenarios (scenario 1 on the left and scenario 2
on the right); colours represent different domains

Fig. 3.2 shows the two demo scenarios we used during SC15
where we varied the number of elements present, the network
topology among them, and the number of domains present. The
network topology is pre-programmed to ensure a correct mix and
spread of attack traffic such that the problem is solvable by the
visitor and ensure that all the defence strategies have effect.

In both scenarios in Fig. 3.2 virtual customers, C1-12, attempt to
perform transactions with two web-services S1-S2. The transactions
traverse a network consisting of the routers W1-3, N1-4, E1-3, U1-2
and F1-2. Scenario 1 also includes a switch in the middle, SW1. Some
of the virtual customers are assigned the additional role of attacker
and try to congest the network such that the virtual customers will
be unable to make transactions to the web-services. The dual role
of both attacker and consumer is realistic, since attack traffic almost
always originates from networks that also send legitimate traffic.

Revenue is determined by taking the sum of the successful trans-
actions between customer and web-service in the network at a
moment in time. When the attacks start, the visitor sees that the
revenue graph decreases and sees changes in link utilization. Con-
gestion due to attacks causes links to change colour and eventually,
since traffic cannot reach the web-services, the web-service icon
becomes red as well. This is implemented by using an observable
on the amount of sales handled by the service. When the sales drop
below a certain threshold, the observable triggers and changes the
web-service symbol in the user interface from green to red. When
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the service recovers, the visualization turns back to green. The attack
traffic consists of UDP iperf28 traffic from multiple hosts at different
rates.

3.3.1 Responses and costs

We implemented four responses that can be applied on all links
between network elements: 1) link state, to shut down links; 2) rate
up, to scale bandwidth upward; 3) rate down, to scale bandwidth
downward; 4) filter, to filter out attack traffic. Based on the network
display, the visitor can apply one or more of these methods on
congested links, to restore revenue. The operations have associated
costs which are determined as follows:

cost = b
∑
i

ri

2
+ f ∑

i
ai

• where b is interface cost in $ per megabit; we used b = 10
• where i is an active interface
• where ri is link bandwidth of interface i in Mbit/s
• where f is the cost of a filter in $; we used f = 500
• where ai contains the binary value 1 if a filter is active on

interface i otherwise ai contains 0

The value for b is based on the consideration that bandwidth cost
in North-America is $10 per megabit per second[69]. The value for
the parameter f derives from the observation that the market offers
DDoS mitigation services from a few hundred to thousands of dol-
lars per month; we therefore choose a relatively high amount($500)
for a filter action since it is 100% effective when being applied to a
link. Since, in this demonstration the number of nodes is fixed, we
do not add node costs to the equation.

3.3.2 Collecting solutions

To collect defence strategies from all visitors operating the system,
we limited the time for each visitor to 4 minutes; during this time,
the visitor’s goal is to minimise the attack and maximise the sales.
Figure A.2 in Appendix A shows the controls for the demonstration
on the top-left. Reset stops the attack and starts with a clean scenario.

8We used iperf2 instead of the newer iperf3 because iperf2 does not require a
control channel for UDP. https://sourceforge.net/projects/iperf/
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Start/Retry lets the visitor retry the problem without submitting.
Done/Submit ends the timer and submits the final result. When
the visitor presses Done, the revenue over a small time window is
measured and this is considered the final score. Submit will save the
solution.

Per visitor we stored a unique session id and the information
listed in Table 3.1 and 3.2.

3.4 results

The submissions of the users can be used as a dataset to possi-
bly improve automated response to the problems presented in the
demonstration. The solutions provided by the visitors in combina-
tion with our observations during the demonstration give insight in
which attack responses might be effective.

Table 3.1 and 3.2 show the solutions collected during SC15 for the
two scenarios described in section 3.3; rank shows the best solution,
rank is currently based on the revenue recovery − network cost,
where recovery is the percentage of the revenue that is recovered by
the given solution and cost is the percentage of the original network
cost. Changes shows the changes to the topology which is the sum
of the actions: link state (link down), rate up (increasing bandwidth),
rate down (decreasing bandwidth), and traffic filters.

Figure 3.3: Relation between the amount of topology changes and revenue
recovery in scenario 1

Fig. 3.3 and Table 3.1 show that filters are used in most of the
submissions (16 of 19). The best ranked solution uses no filters but
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Table 3.1: Collected data during demonstration: scenario 1

rank recovery cost changes state rate
up

rate
down

filter

1 92 103 20 0 12 8 0

2 91 112 14 2 6 2 4

3 87 108 3 0 0 0 3

4 79 100 6 4 0 0 2

5 98 126 16 2 6 0 8

6 96 127 16 0 2 4 10

7 99 132 16 0 4 2 10

8 67 100 6 2 0 2 2

9 78 114 10 0 10 0 0

10 96 133 16 0 8 0 8

11 64 103 11 4 2 2 3

12 85 129 16 0 10 0 6

13 89 138 16 0 4 0 12

14 61 119 16 2 6 2 6

15 27 94 8 0 2 6 0

16 54 123 12 2 2 0 8

17 94 164 22 0 0 0 22

18 33 103 8 2 2 2 2

19 51 126 14 0 10 0 4

uses only link rate changes, which are less costly. However, the
application of filters seem to have a significant effect on revenue.
Analysis confirmed the significance of p = .049, and the adjusted
R2 of .162 indicates that filters have a positive effect on the revenue.

In Fig. 3.4 and Table 3.2, most of the solutions result in a recovery
above 100%. This is possible because of the initial state of the
topology where the two links to the web-services were congested by
consumer requests. By increasing the bandwidth on these two links,
more transactions can reach the web-services resulting in revenue
gain. In scenario 2, 15 of the 17 solutions use filters; in contrast to
scenario 1, filters did not show a significant effect on the revenue.
Analysis of the three similar solutions (rank 2, 3, 4) in 3.2 showed
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Figure 3.4: Relation between the amount of topology changes and revenue
recovery in scenario 2

that they were submitted by different users at different times and
the changes were applied to different nodes in the network.

Fig. 3.5 suggests a positive correlation between revenue gain due
to the solution and solution costs. Further data analysis showed
that the correlation is moderate in scenario 1, r = .511, which is
significant on a 2-tailed .025 level. For scenario 2, the correlation is
weak, r = .356, and not significant with a p-value of .161. The figure
also shows that most solutions for network 2 provide revenue gain
and that it is possible to achieve both revenue gain and network
cost reduction simultaneously.

Figure 3.5: Relation between cost increase and revenue increase of a solu-
tion
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Table 3.2: Collected data during demonstration: scenario 2

rank recovery cost changes state rate
up

rate
down

filter

1 149 98 12 0 0 10 2

2 163 119 6 0 2 0 4

3 162 119 6 0 2 0 4

4 161 119 6 0 2 0 4

5 138 97 6 0 0 4 2

6 153 123 6 0 0 0 6

7 149 121 8 0 4 0 4

8 135 121 30 4 20 6 0

9 99 96 10 4 4 2 0

10 130 130 8 0 0 0 8

11 101 103 4 2 0 0 2

12 109 115 8 2 2 0 4

13 96 106 12 4 2 2 4

14 146 165 18 0 2 0 16

15 104 123 6 0 0 0 6

16 104 123 18 0 4 7 7

17 54 103 4 2 0 0 2

3.5 discussion

If we look back at the four types of responses that we can perform
(see Sec.3.3.1), we can draw general conclusions.

Scaling bandwidth upward or downward requires a careful anal-
ysis of the distribution of legitimate network traffic and malicious
traffic. In general, upward scaling should be deployed when the
attack traffic cannot consume the additional bandwidth, which is
then available for legitimate traffic only. This strategy works only
when the subsequent downstream links are of equal or higher capac-
ity. On the other hand, scaling downward is the strategy of choice
when a large amount of attack traffic traverses a certain link. Scaling
down link bandwidth needs to happen as close as possible to the
malicious traffic sources to lower the attack throughput that passes
on to the rest of the network.
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Filtering actions were very effective especially in scenario 1, but
also admittedly simple to perform as our attack traffic was always
UDP and our legitimate traffic TCP. In case of more sophisticated
attacks, defining filter patterns will be more complicated and the
execution of complex patterns may require specialized anti DDoS
solutions which can be costly especially if one has to filter the
higher layers. On the other hand, shutting down links proved to be
much less effective. Routing algorithms were, in this case, counter-
productive, as they would re-route the attack traffic via other paths
in the network, once a link was disabled. These two extremes high-
light the need for a proper balance between the traditional routing
goal of general availability and the fine-grained behaviour required
to fend off attacks.

In scenario 2, we discovered no correlation between types of
changes and revenue gain. However, we did saw some successful
combinations of countermeasures during our observations when
we asked some experienced network engineers to solve the problem.
By tactically shutting down links, we were able to reroute most
malicious traffic via one path and legitimate traffic over the other;
subsequently, by applying bandwidth scaling, up in case of legiti-
mate traffic and down in case of malicious traffic, we were able to
restore most of the revenue without applying expensive filtering.
Applying these methods results in temporary loss of traffic, but we
did not consider this a major drawback as we were not looking for
an approach that minimizes impact on the traffic since when under
an attack impairment is already the case.

We learned that SDN platforms are suitable for security purposes
only if they provide an extensive set of programmable actions. In
our case, we used the ExoGENI platform as underlying network
infrastructure. At the time, we discovered that the network slices we
could create would not exhibit the required flexibility to effectively
defend against network attacks. For example, it was not possible to
add or remove links or nodes in an existing ExoGENI topology. This
implies that the instruction set exposed by the network controllers
will limit the response capabilities of the SARNET framework.

Finally, as network topologies increase in size, the choice of the
optimal strategy and the decision on where to act will become too
complex for a manual solution. Autonomous frameworks such as
SARNET will therefore provide the necessary aid to automate the
response.

The results showed a positive correlation between the revenue
gain and the use of filters for scenario 1 but not in scenario 2. For
all the other changes, we found no correlation; therefore, without
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further research, we cannot say anything about the effectiveness
of the countermeasures because they may be dependent on the
specific scenario. Effectiveness of the solution is determined in this
demonstration by subtracting the solution cost from the revenue
gain which is sufficient for demo purposes. Yet, for real situations
other factors may need to be included, e.g. resiliency to network
failure.

3.6 related work

While security can be enhanced by using SDNs, it is also true that
such networks bring in specific attack possibilities. In [91], Scott et
al. clearly explain that the features of SDN that are appealing and
useful to enhance security are at the same time the ones that can
expose these types of networks to novel types of attacks. Sezer et
al. [92] compiled an extensive overview of the implementation chal-
lenges for adoption of SDN and included a security overview of the
possible vulnerabilities. These works teach us that a framework like
SARNET will need to include the knowledge of the particularity of
the SDN’s attack surfaces when compiling the network topology to
be instantiated, and limit its exposure to these new attacks. Likewise
SDN-specific attacks need to be part of the SARNET knowledge
base used in the control loop during the classification phase.

Visualization of network behaviour exists in many prototypes.
For example, network weather-maps like [76] are a powerful visual-
isation method. Still, combinations of monitoring and controlling
SDN networks are not yet mainstream and VNET shows how to
accomplish both in a simple and intuitive manner. Furthermore, the
simultaneous exposure of service and network information is a first
step toward a tighter integration of network and applications.

3.7 conclusion and future work

The SARNET prototype, VNET, and the demonstration at SC15
led to insights into which factors are necessary to autonomously
defend against cyber-attacks. We showed that concurrent display
of network and service information provide the visual aid required
for human analysis of DDoS attacks. Automatic response requires
a measure of efficiency, calculating this by subtracting cost from
revenue proved to be sufficient for this demonstration. Additionally,
the results showed that effective solutions can be achieved using a
small number of countermeasures.
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In Sec. 3.5 we required a better measure for efficiency in order
to evaluate solutions. Chapter 4 provides this measure and demon-
strates how it can be used to evaluate responses to attacks. Response
actions are limited by the API of the underlying SDN platform,
which, in this prototype, prevented us from adding and removing
network elements. As IaaS platforms differ in programmability, the
range of response actions also differ per platform. In Chapter 7 we
introduce the metric competence that gives a measure of how well
a collaborator can perform a certain task; based on this metric we
can see whether executing a defence depending on such an action
is feasible or not.
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4M E A S U R I N G T H E E F F I C I E N C Y O F S D N
M I T I G AT I O N S A G A I N S T AT TA C K S O N C O M P U T E R
I N F R A S T R U C T U R E S

This chapter presents how we autonomously defend against attacks. We
describe how we developed a SARNET-agent that implements the con-
ceptual framework from Chapter 2, running on top of the experimental
environment that we described in Chapter 3. To answer rq1, we demon-
strate that we can automatically determine the security state, classify the
attack, and deploy a defence. Additionally, we provide the metrics “impact”
and “efficiency” to evaluate the performance of the countermeasure. The
efficiency of the defence is used to learn which defence to use the next time
such an attack occurs. The defences that are used by the agent use the SDN
to change the flow of the network traffic and NFVs for analysis and for
mitigation of attacks. Our experiences with building these defences gives
us the insights necessary to answer rq2.

This chapter is based on:

• R. Koning, B. de Graaff, R. Meijer, C. de Laat, and P. Grosso “Mea-
suring the Effectiveness of SDN Mitigations against Cyber Attacks” [54],
in 2017 IEEE Conference on Network Softwarization (NetSoft), © IEEE.

• R. Koning, B. de Graaff, G. Polevoy, R. Meijer, C. de Laat, and P.
Grosso “Measuring the Efficiency of SDN Mitigations Against Attacks on
Computer Infrastructures” [49], in Future Generation Computer Systems,
© Elsevier.

4.1 introduction

A major development in the networking landscape of the past years
is the emergence of Software Defined Networks (SDNs). SDNs allow
computer networks to be controlled from one or more software
controllers using a common interface. These controllers have the
ability to monitor and dynamically reconfigure the network, redirect
traffic flows and adapt the network to the situation on demand.
The question that then arises is whether SDNs can provide novel
methods to counteract attacks.

Another emerging technology in computer networking is Net-
work Function Virtualisation (NFV). NFV allows on the fly instan-
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tiation and placement of Virtual Network Functions (VNF) in the
network [38]. On demand placement of VNFs at the right place in
the network and using the SDN to redirect the traffic through the
placed VNFs can save resources and their costs. It is immediately
clear that NFV has a great potential for network security, especially
if we consider that firewalls, IDS, and traffic scrubbing facilities can
all be deployed flexibly where most needed.

Our experiences with SDNs in Chapter 3 convinced us that SDNs
and VNFs are suitable for attack response mechanisms. In case of
attacks on network infrastructure, using SDNs and VNFs has three
benefits; 1) detection and countermeasure placement are not tied
to the network ingress/egress points but can be anywhere in the
network; 2) unused network capacity can dynamically be assigned
to handle attack traffic for short amounts of time; 3) deploying
countermeasures based on demand brings a reduction of resources
that can be assigned to other processes, reducing overall cost.

In this chapter we will use our architecture for Secure Auto-
nomous Response Networks (SARNET) [56]. We will show how
SDN-based countermeasures can be adopted for the protection of
networks and ultimately for guaranteed delivery of services. We
argue that the most useful element of our, or for that matter, any
other SDN-based network solution, is a proper characterisation of
the countermeasures efficiency. In this chapter we will, therefore,
lay the foundation for a generic manner to define and measure
the efficiency of SDN-based mitigations against attacks on com-
puter infrastructures. The impact and efficiency metrics presented
in this chapter can be used as features in Artificial Intelligence (AI)
approaches to improve autonomous response against attacks and
to coordinate the actions of VNFs and SDNs, ultimately without
external intervention.

4.2 towards an estimate of effectiveness

Given a system like SARNET which uses control loop mechanisms
to counter attacks, the interesting part is to determine the effec-
tiveness of countermeasures. We argue that effectiveness needs to
be evaluated as a complex value, which has dependencies on the
footprint of the attack, as well as on the timing of the response. With
the former we mean that even if an attack has a specific signature
and is recognised as belonging to a known type, the effectiveness of
the countermeasure will depend on the specific characteristics of the
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attack. When focusing on the time dimension of a countermeasure
we define three main intervals:

• Time to detect: td
The time to detect is the time from the moment the attack starts
(tsa) until the moment the attack is detected (tthr−up), which
is the time when the service metrics threshold is crossed.
td = tthr−up − tsa.

• Time to implement: ti
The time to implement is the time elapsed from the moment
the attack is detected until the moment the implementation
of the countermeasure is completed (tcm−impl).
ti = tcm−impl − tthr−up.

• Time to recover: tr
The time to recover is the time elapsed from the moment the
countermeasure is implemented to the moment until the ser-
vice metrics are recovered, and the threshold is passed in the
other direction (tthr−down).
tr = tthr−down − tcmimpl .

In terms of the control loop, td is the time it takes in the Detect
phase from the moment there is a trigger to the moment the control
loop moves to the next phase. ti is the time that the control loop
spends in the Analyse and the Decide phases plus the time spent in
the Respond phase until the moment the countermeasure is in effect.
Finally tr is the time spent in the Respond phase until the moment
the attack is stopped or mitigated.

Once more, the effectiveness considerations are not just relevant
for our SARNET architecture; the results are generalisable in other
SDN-based systems. They, in essence, can provide the basis for
a standardised and agreed upon set of metrics when comparing
different SDN-based response systems.

4.3 the sarnet prototype

To perform our evaluation of SARNETs, we further developed our
VNET environment. VNET provides an orchestration and visualisa-
tion system for a SARNET; it displays network topology information,
network flows and application metrics in an intuitive way. Addi-
tionally, it allows the creation of observables based on the current
state of the network.
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The main components in the VNET environment are depicted in
Fig. 4.1. A detailed description of the components is provided in
Chapter 3, Sec. 3.2. Here we summarise:

• The infrastructure controller talks to the IaaS platform to instan-
tiate the virtual infrastructure; in our case, we use ExoGENI
[5] a cloud platform that provides network level isolation.

• The monitoring system receives monitoring information from
the virtual infrastructure.

• The network controller controls the network and hosts in the
virtual infrastructure.

• The VNET-agent collects monitoring data on the network ele-
ments and sends them to the monitoring system and to the
network controller for dynamic configuration of the elements.

• VNET coordinates the interaction between the different com-
ponents.

• The UI controller and VNET visualisation UI display the net-
work information and handle user interactions with VNET.

• The SARNET-agent and SARNET UI are new components and
are described in sec. 4.3.4 and 4.3.5.

To enable autonomous defence we developed a SARNET-agent
(Sec. 4.3.4) that receives real-time monitoring data and observable
states from VNET and instructs VNET to alter the virtual network
infrastructure when action is required. VNET provides the SARNET-
agent with the information and the tools it requires for autonomous
network defence.

In order to better evaluate our automated defences and support
richer responses we updated the initial VNET prototype. First, we
added support for VNFs and introduced the infrastructure ele-
ments needed to create VNFs that perform certain countermeasures,
namely an SDN switch and an NFV-host.

Secondly, we added support for the processing of network flow
information. Network flow information is collected by all network
routers and SDN switches in the virtual infrastructure using host-
sflow1 and subsequently sent to the VNET monitoring system.

Finally, we updated and refined the SARNET-agent and the User
Interface.

The next sections will describe these new and updated compo-
nents in more detail.

1host-sflow: https://github.com/sflow/host-sflow
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Figure 4.1: Software components in the VNET prototype.

4.3.1 Containerised Virtual Network Functions

Three different containers were made to run on the Docker host: an
IDS, a CAPTCHA function, and a honeypot.

The IDS container performs packet inspection using PCAP to cap-
ture packets. A rule-based engine reports back attacker IP addresses
based on known attack signatures.

The CAPTCHA network function acts as a proxy between the
external user and the web-service. It will inject a web page con-
taining a mandatory challenge which needs to be solved before
the session is allowed through to the web-service it protects. This
challenge prevents automated clients from submitting a potentially
malicious request. These CAPTCHAs are normally easy to solve by
humans but expensive to solve by automated processes. This effec-
tively blocks automated requests, such as attacks, to pass through.
Because in this simulation all clients are fully automated, we imple-
mented the CAPTCHA defence by using cookies that are only set
by non-malicious clients.

The honeypot function simulates a legitimate version of the web-
service. However, any interaction with this honeypot will not affect
the actual service. The honeypot can be used to capture additional
details during an attack. For example, in the case of a password
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brute force attack, the honeypot captures the failed password at-
tempts on the attacked account.

4.3.2 SDN Switch

The VNET prototype uses software defined networking in order to
apply virtual network functions on traffic entering the domain it
protects.

The network component that provides the SDN functionality is
a Linux host that provides switching through a Linux Ethernet
bridge.

In order to redirect traffic flows on this switch, ebtables2 is used
to rewrite destination MAC addresses on incoming packets. For
example, the destination MAC address on all traffic coming from
the switch interface connected to the local router can be rewritten
to be destined for a VNF, cluster, or host, for further processing.
After processing, the packets can be returned to the switch with the
original destination MAC address restored. This results in ‘external’
packets being redirected through the NFV-host, while leaving all
other local area network communication unmodified. Selectively
redirecting packets, reduces processing overhead on the NFV.

4.3.3 Network Function Virtualisation host

NFV allows VNET to deploy specific security functions on traffic
flows as needed. The network function virtualisation host is cur-
rently implemented as a Linux host with a number of Docker3

containers. Each container implements a specific network function.
A Docker Registry instance is used to store a catalogue of container
images.

All containers on the NFV-host are attached to a Linux bridge.
By using ebtables traffic to rewrite the destination MAC address,
traffic can be forced into a specific container. By redirecting traf-
fic leaving a container towards a next container, various network
functions can be chained together. This chaining can be limited to
specific IP addresses or IP ranges, allowing only specific traffic to
be manipulated.

2ebtables: http://ebtables.netfilter.org
3docker: http://www.docker.io
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4.3.4 SARNET-agent

The SARNET-agent implements the SARNET control loop described
in Sec. 2.2 which, based on the topology and the data streamed
from the monitoring controller, can make autonomous decisions on
how to best defend the network. This data is gathered during the
detect phase.

During the analyse phase any changes in service and network
state are processed. For example, service transactions per second,
CPU usage, and the number of successful and failed logins are
monitored. If any of the predefined thresholds for these values are
violated, a flag is raised.

In the next phase a decision is made based on the currently active
flags and any other additional data (e.g. the presence of certain
network flow types, data from an IDS, et cetera). Specific combina-
tions of flags and data indicate certain attack signatures for which
a set of predefined solutions can be applied. If there is insufficient
information about the attack, e.g. the attacking IP address or origin
domains are not known, an IDS can be deployed dynamically to
gather this information. In addition to applying new solutions, the
decide phase also determines whether currently active solutions
need to be retained or removed.

In the final phase, the chosen response is applied to the network.
Possible responses include introducing traffic filters at cooperating
upstream routers to block attack traffic, re-routing traffic to the
NFV-host using an SDN switch, and choosing the chain of network
functions to apply to the traffic.

4.3.5 SARNET-agent UI

To show the state of the SARNET-agent and the information it
uses to make its decisions we use a visualisation UI (Fig. A.4 in
Appendix A) next to the updated interface that is provided by
VNET (Fig. A.3) and described in Sec. 3.2.7. The first column (not
shown in the figure) shows network metrics such as network flows
and total bandwidth usage. The second column shows application
metrics such as CPU usage, transaction rate, and successful versus
failed login attempts. The final column shows the control loop itself.
Each stage of the control loop is highlighted as it is executed, and
any decision or result produced by such a phase is displayed in an
information block.
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4.4 simulated scenarios

To illustrate the SARNET operation of our prototype we have iden-
tified three attack scenarios and executed them in a virtual network.

• UDP DDoS attack.

• CPU utilisation attack.

• Password attack

R1
R3

R4
R2

W1

W2

D1

D3

D2 S2 NFV

Figure 4.2: Topology of the virtual network: Three domains (D1–D3) are
connected via multiple routers (R1–R4) and a switch (S2) to
two web-services (W1–W2). NFV is a host that runs our security
VNFs.

Figure 4.2 shows the topology of the virtual network on which we
execute the attack scenarios. On the virtual network, traffic passes
the virtual routers R1–R4 and the SDN switch, S2, described in
the previous section. Together with the web-services W1–W2 and
the NFV-cluster, this network is treated as a single domain with
a single SARNET agent that monitors and controls the network,
which implies that countermeasures can be placed at any node in
the network except at the foreign domains D1–D3. Under normal
circumstances simulated users in the network domains D1–D3 send
regular requests to the web-services W1–W2 that cause various
levels of resource consumption. D1–D3 also perform both correct
and incorrect logins to the web-service using random intervals. The
number of successful requests will generate the sales value we use
in our measurements. In our attack scenarios, attacks originate from
the external domains D1–D3 and target the web-services W1–W2.

This virtual network is under constant monitoring. We monitor
the following metrics: 1) sales, the number of successful transactions
to the web-services, 2) logfail, the number of failed logins, 3): cpu, the
CPU load on the web-services, and 4) traffic_mix, the ratio between
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TCP and UDP traffic on the network. New data for these metrics
are collected asynchronously by the SARNET-agent at a sample
rate of approximately 1 second. From these metrics we define the
following observables that are monitored for health:

• ddos_observable; fails when the metric sales falls below its
threshold and traffic_mix shows excessive UDP traffic.

• bruteforce_observable; fails when the metric logfail passes its
threshold

• load_observable; fails when metric cpu passes its threshold
and sales falls below its threshold

When one of these observables fails, the SARNET-Agent launches
the associated countermeasure.

4.4.1 UDP DDoS Attack

In the UDP attack scenario, a number of attackers residing in the
same domains (D1–D3) as legitimate users send large amounts
of UDP traffic toward the servers in order to starve the legitimate
connections by congesting the network links. To generate the attacks,
we use Iperf24 to send non spoofed UDP traffic from all of the
domains at a rate specified by the attack size.

The SARNET-agent recognises the type of attack due to the exces-
sive amount of UDP traffic and the simultaneous drop in sales. The
SARNET has two possible countermeasures to apply: udp-rateup
and udp-filter. In the former we initialize the network link between
R1 and R4 to 60Mbit and increase the bandwidth of the link using
the tc traffic control utility to 100Mbit, the maximum available band-
width and the bandwidth set on the remaining links; in the latter
we filter the malicious traffic at the edges (routers R2–R3) using
iptables before the traffic accumulates at R1 after which the traffic
congests the link to R4.

4.4.2 CPU Utilisation Attack

In the CPU utilisation attack, malicious users in one of the domains
D1–D3 request content from the servers W1–W2. Generating content
requires computation on the server’s side before the request can
be satisfied. By requesting computationally expensive pages at a

4iperf2 website: https://iperf.fr
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high frequency, the attackers increase the CPU utilisation on the
servers. This increase, in turn, affects the server’s capability to
answer legitimate requests. Since these resource requests happen
at the application layer, the network layer does not clearly show
indication of an attack.

To generate the attack, we change the behaviour of our regular
client to CPU attack mode. This mode makes the client malicious by
removing delays and by only requesting computationally expensive
pages. Attack size depends on the number of attack domains and
the number of workers per domain that can be specified, each
worker having its own IP address.

In this scenario SARNET first deploys an IDS that performs Deep
Packet Inspection in the same domain as the servers to classify and
further analyse the requests and to identify attack sources. As the
second step, it redirects all requests from the domains where the bad
traffic originates, i.e. IP ranges, to a container running a CAPTCHA.
The attack requests cannot set the CAPTCHA cookie, preventing the
attackers from being proxied to the server. The error returned by the
CAPTCHA proxy is computationally cheap, allowing it to handle
many more requests than the computationally expensive page on
the server. Since the attacks do not pass the proxy, the load on the
server returns to normal allowing the server to use its resources for
legitimate requests.

R1
R3

R4
R2

W1

W2

D1

D3

D2 S2

Figure 4.3: The mixed (red) traffic (attack + normal requests) from D1 is
redirected to the NFV-host which has two VNFs chained, first
an IDS that monitors the traffic, finally an CAPTCHA blocker
that prevents malicious requests to pass and normal traffic
(green) to continue to web-services (W1–W2).

Figure 4.3 shows how the traffic is redirected by S2 to the NFV-
host NFV which runs both the IDS and CAPTCHA VNFs. After
filling in the CAPTCHA, regular traffic is redirected to the web
servers while the automated malicious traffic gets blocked.
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4.4.3 Password Attack

In the Password Attack scenario, malicious users are trying to log in
on the servers using dictionary generated passwords. This attack, as
the previous one, takes place at the application layer. It is generated
by changing the client to password attack mode. In this mode the
client tries to login with incorrect passwords, from a predefined list,
without any delays. This results in many incorrect logins. Similar
to the CPU attack, the attack size is determined by the amount of
attacking domains and the amount of workers per domain.

R1
R3

R4
R2

W1

W2

D1

D3

D2 S2

Figure 4.4: The mixed (red) traffic (attack + normal requests) from D1
is redirected to the NFV-host which has two VNFs chained,
first an IDS that monitors the traffic, and a honeypot that can
monitor attack behaviour. In this case normal requests (green)
pass through untouched to (W1–W2).

As can be seen in Fig. 4.4, similar to the CPU utilisation attack,
the SARNET again responds by first deploying an IDS on the NFV
host to identify the attackers in D1. Additionally, the SARNET starts
a honeypot VNF in the container host. The SARNET-agent uses
the intelligence information gathered from the IDS to let the SDN
switch S2 only redirect the identified malicious users to the honeypot.

Now that the attackers are routed to the honeypot, the web servers
W1-W2 can resume normal operations. In principle, the honeypot
provides the possibility to further analyse the passwords that the
attackers use and to gain additional intelligence. Currently we do
not use this to improve the SARNET detection systems; we consider
this future work.

4.5 results

As we have explained in Sec. 4.4, we have considered three types
of attacks. In the following paragraphs we will present the results
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for the time to detect, time to implement and time to recover in the
three scenarios.

4.5.1 UDP DDoS Results

A UDP DDoS attack can be described as a function of the injected
malicious traffic, resulting in varying degrees of stress on the system.
We looked at how our SARNET system responds, as a function of
the attack traffic. In our emulation, the three attackers can produce
a different rate of UDP traffic, ranging from 20mbps each to a
maximum of 80mbps. We apply two responses: filtering on UDP
traffic and changing the maximum amount of bandwidth on the
link.

When we look at the recovery time of this scenario, we can see
that the type of software-defined response we apply in the overlay
network has an influence. Figure 4.5 presents this time for the two
types of responses we had implemented, the increase of the available
bandwidth in the core links or the application of filters at the edges
of the network close to the attackers. In the first case (rate change)
we observe that at a certain point there is no possible recovery,
indicated in the figure with the missing boxplot. This means that in
this type of solution, efficiency has a strong relation to the attacker
footprint. On the other hand, the application of filters provides a
speedy recovery and fairly predictable recovery time.

4.5.2 CPU Attack Results

In the CPU attack scenario we simulate a varying number of attack-
ers; we start with 3 and we move on to 5, 10 and 15 respectively.
The time to detect a CPU attack does not have a dependency on the
number of attackers, as can be seen in Fig. 4.6.

The implementation of the countermeasure has two steps: first we
deploy an IDS to classify the requests and secondly we redirect all
suspicious connections through a container running a CAPTCHA
function. The duration of these two steps is also independent of the
number of attackers. This is because these steps are purely related to
the software execution times and they take on average 1.73 seconds
in our set-up.

Differently from the DDoS attack, in this case, there is clear
dependency in the recovery time as a function of the number of
attackers. Figure 4.7 shows that the recovery time goes from an
average of 6.55 seconds for 3 attackers to 23.5 seconds when there
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Figure 4.5: Time to recover after the implementation of a countermeasure
(in seconds) as a function of each individual attacker UDP rate.
Top plot shows the results when applying a rate increase in the
core; bottom plot refers to the application of filters

are 15 malicious nodes. This can be explained by the fact that a larger
number of attackers brings the amount of successful transactions
much further below the threshold, consequently it will take more
time to get these transactions back up and pass the threshold again
once the countermeasure is in place.

4.5.3 Password Attack Results

When we analyse the performance of our system under a password
attack we see that the detection time is independent of the num-
ber of attackers, as shown in Fig. 4.8. Also, we see that the mean
time to detect an attack in this case is lower than the time it took
us to detect a CPU attack, namely 1.65 seconds versus 5.26. This
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Figure 4.6: Time to detect a CPU attack (in seconds) as function of the
number of attackers.
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Figure 4.7: Time to recover from a CPU attack (in seconds) as function of
the number of attackers.

depends on the way we evaluate the value for the thresholds: a CPU
attack requires a separate process that polls the CPU usage on a
specified interval while a password attack relies on a counter that
continuously updates as failed logins occur.
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Figure 4.8: Time to detect a password attack (in seconds) as a function of
the number of attackers.

The implementation times of the two step defence are shown in
Fig. 4.9.

Figure 4.10 shows the amount of time for the system to recover
after the successful implementation of the countermeasures in a
password attack. In this case there is no dependency on the number
of attackers. This is because the redirect to the honeypot happens
instantly.

4.5.4 General Observations

The three attack scenarios we evaluated show that the detection
time and the response time can depend on the attack characteristics,
i.e. the number of attackers or the amount of data they transmit.
The implementation of a countermeasure in our system is currently
constant, because 1) we determined how to react a priori, 2) there
is no risk analysis done, and 3) we fully control the devices on
which we deploy our countermeasure. The implementation time
will start to vary once the risk analysis is more complex and even
more so when the implementation steps require coordination with
other domains. Latency will increase, thus automatically increase
the impact.
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Figure 4.9: Time (in sec) to implement the two step defence in a CPU
attack (top) and a password attack (bottom) as function of the
number of attackers.
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Figure 4.10: Time (in sec) to recover in a password attack as function of
the number of attackers.

4.6 towards an estimate of efficiency

Given a system like SARNET, determining the efficiency of coun-
termeasures is crucial to estimating how well the system functions
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and to learn how to automatically apply the best response. Prior
to formally defining efficiency, we define a system for determining
recovery and the impact of an attack.

In any given SARNET there will be one or more observables that
allow assessing the state of the system: normal or attacked. Each
observable monitors a metric in the system and signals a perfor-
mance degradation when one or more metrics cross a threshold,
which could indicate the presence of an attack. The threshold is
set according to the outcome of baseline measurements that were
performed when the system was under normal operation.

For illustration purposes, we will focus on monetary revenue as
our observable, but all our discussion is generalisable to other SAR-
NETs with their relevant observables. For example, if the observable
would be the number of failed log in attempts, then being above
the threshold would mean an attack, and we would use the same
definitions and theory as described below, but adjusted to the new
setting.

4.6.1 Impact

The impact of an attack can be defined with respect to the chosen
observable, such as revenue. First, having set a time window [0, T],
we define the system to have recovered if the revenue attains the
threshold within the time window. This does not have to occur. It
is, in fact, possible that even after the implementation of counter-
measures there is no full recovery. In this case, the system achieves
a state where the revenue is stable, but still below the threshold.

We now define impact as the integral of the lost revenue between
the detection time and the recovery time. If no recovery takes place
before the timeout time T, let impact be the integral from the
detection time until time T. Fig. 4.11 shows a simplified graphical
representation of this concept, when a recovery takes place. Fig. 4.12
illustrates a case without recovery.

The moment at which the threshold is crossed defines the detec-
tion time. The revenue may continue decreasing until the counter-
measures are in place; then, the revenue starts moving towards the
threshold and it either fully recovers, defining the recovery time,
or does not fully recover within the time window [0, T]. The exact
shape of the revenue function during the recovery period depends
on the attack characteristics.

In this example, we evaluate the system operations with respect
to the revenue and we can calculate the impact by integrating
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Figure 4.11: Here, a recovery takes place. Impact: the amount of the lost
revenue between the detection time and the recovery time
(blue area).

Figure 4.12: No recovery takes place. Impact: the amount of the lost rev-
enue between the detection time and the end of the time
window.

the revenue when it is below the threshold. The revenue is lower-
bounded at zero, as we cannot have negative revenue; therefore, we
do not need to introduce an upper or lower bound. However, there
could be cases, in which the observable for which we evaluate the
impact can potentially grow/decrease indefinitely, thus requiring
the definition of an upper bound. In such cases, we can use an
artificial ceiling of twice the threshold, thus setting the scale to be a
100% deviation from the threshold. A side effect of such a ceiling,
is that it becomes impossible to distinguish which countermeasure
performs better when both the metrics exceed the ceiling i.e. both
countermeasures report the value of the ceiling and are considered
equally good. Therefore, it is important to let the user adjust the
ceiling when necessary.

If no recovery occurs within our time window, one could decide
to fine-tune or alter the response, until the recovery is achieved.
However, in some cases, the actual recovery is not sufficient to cross
the threshold, and thus the system will not fully recover. In these
cases we have defined impact as the integral until the end of the time
window. Alternatively, we could consider the difference between
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the actual recovery and the threshold as a second discriminator in
determining how well we recovered.

There are three main elements that affect the impact, as can be
seen in the plots in Sec. 4.5.

• the thresholds set to identify attacks will determine the time
at which we start to evaluate the integral;

• the scale and characteristics of the attacks themselves might
influence the shape of the revenue curve in time;

• the measures that are used to safeguard the network will de-
termine the value of the implementation time and the recovery
time.

4.6.2 Efficiency

In order to assess the quality of our defences relatively to their total
costs and to be able to automatically pick the best defence method,
based on past experience, we now define efficiency. The total cost
of a defence is defined as the integral of the cost from the attack
detection time until full recovery. In case no recovery takes place
within this window, we take the integral of the cost until the end
of the time window. We emphasise that the definition below and
all the theoretical basis for it are fully applicable to any definitions
of impact and total cost, as long as the bounds on the values of the
impact and the total cost are appropriately defined (they are B · T
and C · T in the settings of this section, but can be anything).

We need to define efficiency as a function of whether or not
the system has recovered (within the time window), of the impact
the attack has had despite our defence and of the total cost of the
defence.

Let C be an upper bound on the cost during the period [0, T],
and let B be the threshold (or baseline). We require the efficiency
function to satisfy at least the following basic properties:

1. Monotonously decreasing with impact I, where I ∈ [0, B · T].
In another setting, B · T should be substituted by the upper
bound on I.

2. Monotonously decreasing with total cost Ct, where Ct ∈
[0, C · T]. In another setting, C · T should be substituted by the
upper bound on Ct.
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3. If no recovery takes place, the efficiency is always smaller
than if a recovery does take place, regardless of anything else.

4. All the values between 0 and 1 are obtained, and only they
are. In the functional notation, efficiency is a function
E : {recovered, not recovered} × R+ × R+ → [0, 1].

We define the efficiency as:

E(recovered or not, I, Ct) Δ
=⎧⎨

⎩β + α B·T−I
B·T + (1 − β − α)C·T−Ct

C·T , Recovered

α( β
1−β )

B·T−I
B·T + (1 − β − α)( β

1−β )
C·T−Ct

C·T , otherwise
(4.1)

where parameter β defines the cutoff between recovery and no
recovery (we allocate β of the total [0, 1] scale to the case of no
recovery, and the rest is given to the case of recovery), and parameter
α ∈ [0, 1 − β] expresses the relative importance of the impact w.r.t.
the total cost. The idea is to combine the relative saved revenue
B·T−I

B·T with the relative saved cost C·T−Ct
C·T , and shift the recovered

case in front of the non-recovered one. The multiplication by β
1−β

normalises the efficiency of no recovery to fit to [0, β].
We now ensure that this function satisfies all the above require-

ments. The monotonicity in I and in Ct is by definition. The ex-
pression B·T−I

B·T can obtain all the values in [0, 1], as I is in [0, BT].
The expression C·T−Ct

C·T obtains all the values in [0, 1], as Ct ∈
[0, C · T]. Therefore, the defined efficiency obtains the values in
[β + 0, β + (1 − β)] = [β, 1] if a recovery takes place, and the values
in [0, β] otherwise. The continuity of the efficiency function implies
that all the values in these segments are obtained. To further illus-
trate the requirements of the efficiency function Eq. (4.1) Polevoy
provides a formal proof in [49, 81].

Since in our model we assume that there are no costs for applying
countermeasures, we omit the total costs and only consider impacts
by setting α = 1 − β. Instead of directly calculating the efficiency
of the non-recovered runs, we use the success rates from Table 4.1
to weigh the successful vs. the unsuccessful runs, so we allocate all
the range [0, 1] for the recovery case by setting β = 0. After setting
β = 0 and α = 1 − β we have an equation for the efficiency of a

single observable (revenue): Em(Recovered, I) Δ
= 1 − I

B·T , obtaining
values in [0, 1].
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In order to combine several observables (say, revenues of various
kinds), we define the total efficiency as

ESARNET
Δ
=

n

∑
i=1

γiEm,i

and we multiply ESARNET by the success rate. Here, the non-negative
parameter γi describes the importance of ith revenue. By taking γis,
such that they add up to 1 (∑n

i=1 γi = 1), we ensure that E is in
[0, 1].

A limitation of defining thresholds and ceilings is that if the
thresholds or ceilings are modified over time, the previous values for
efficiency and impact have to be recalculated using the new settings
to make them comparable to one another. Recalculating efficiency at
a later time requires the system to store the complete time series data
of each impact for all attacks. Therefore, it is important to choose
the threshold and the ceiling carefully before using efficiency in
practise.

We have suggested an efficiency function that is characterised by
a set of properties, and then we have simplified it for our usage.
Therefore, the method for calculating efficiency is not only relevant
for our SARNET architecture; the results are generalisable to other
SDN-based systems as well. These results can, in essence, provide
the basis for a standardised and agreed upon set of metrics when
comparing various SDN-based response systems.

4.7 experimental setup

To evaluate whether or not our efficiency definition is suitable to
rank the countermeasures applied in the response phase, we stop
the control loop after implementing the countermeasure and export
the data. We refer to each combination of a (predefined) attack and
a (predefined) response as a scenario and to each execution of such
a scenario as a run. The experiments are performed on a virtual
network in a slice on the uva-nl ExoGENI rack with the topology
shown in Fig. 4.2. Each time we start a new scenario, we reset the
virtual network to the default state and wait for the network to
stabilise.

Sec. 4.4 describes the attack scenarios: DDoS, CPU, and password
attack and the four countermeasures we use for the experiments:
UDP-filter and udp-rateup, honeypot, CAPTCHA. Note that we
consider the deployment of an IDS as a transitory (counter)measure,
as it does not provide any resolution to the predefined attacks, but it
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only provides extra intelligence information used for a subsequent
countermeasure.

In all our runs we define a sample window of 10. We determine
that an attack has occurred after more than 30% of the samples of
the monitored metrics within the window violate the set threshold.
Likewise, we define that the system has recovered when, after the
countermeasures have been implemented, more than 70% of the
samples within the sliding window pass the predefined threshold in
the opposite direction. If there is no recovery within the set amount
of time in seconds from detection we time-out and end the run. The
ratio of successful runs and failed runs provides the success rate.

Apart from the basic experiment described above, we also define
runs where we use a time window of 20, 30 and 40 seconds; these
correspond to increase of 2, 3, and 4 times the window size of 10s.
To experiment with the success rates, we will allow a relaxation of
the recovery threshold. We use recovery threshold relaxations of 0,
5, 10, and 15 percent.

Scenarios are executed 50 times for each combination of attack
size, time window size, or threshold relaxation and then we average
the times needed for Detection and Recovery; we calculate the
Impact following the procedure described in Sec. 4.6; additionally,
we calculate the success rate.

We use the results to rank countermeasures, and for each attack-
/defence combination we compute the impact and efficiency.

4.8 simulation results

We will now present the results of running a number of attack/de-
fence scenarios on the SARNET infrastructure.

4.8.1 Time Evolution of the SARNET

We can view the behaviour of the system as the time that passes
from the start of an attack, the detection and the application of the
countermeasures, to the (possible) recovery.

Fig. 4.13 and Fig. 4.14 illustrate two scenarios when we have only
one observable governing the state of the SARNET. This is the case
in the DDoS scenario and the password attack; in the former the
only threshold considered is the revenue, in the latter the threshold
is the number of unsuccessful logins.

In both plots the horizontal lines indicate the value of the observ-
able as time passes and the value of the baseline. The vertical lines
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Figure 4.13: Successful run showing the sales metric during a DDoS attack.
Note: The implement1 line is plotted on top of the detect line
since the events occurred at the same time.
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Figure 4.14: Failed run showing the logfail metric during a password
attack.

show the detection times, the implementation times implement1
and implement2, and the start and end of the recovery window
when the recovery criteria are met. The plots show two different
implementation times: implement1 indicates when the agent re-
quests the implementation of a countermeasure and implement2
signals, in case of the filter countermeasure the confirmation that
the implementation is applied and active. In multi-stage defences,
IDS-honeypot or IDS-captcha, implement2 is used to indicate the
request time of the second stage (honeypot or captcha).

In Fig. 4.13 a DDoS attack is mitigated and the sales climb back
up above the set threshold after the implementation of the counter-
measure.
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Fig. 4.14 shows an unsuccessful mitigation of a password attack.
After recording three samples where the number of logins exceed
the threshold, the agent will implement the chosen countermeasure.
We see a vertical dotted blue line indicating that the system has
implemented the countermeasure but the number of failed logins
doesn’t fall back below the acceptable value within the allotted time.
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Figure 4.15: Failed defence against a CPU attack where only one metric
crosses its threshold and recovers. Note that sales needs to be
above threshold and cpu needs to be below.
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Figure 4.16: Failed defence against a CPU attack where both metrics don’t
recover.

For the CPU attack recovery needs to happen on multiple thresh-
olds, namely revenue and CPU load. Fig. 4.15 and Fig. 4.16 illus-
trates two runs where the systems does not recover. In the first case,
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the sales do not increase beyond the set threshold while the CPU
load does cross its threshold. In the second case, both metrics do
not cross their thresholds.

4.8.2 Success Rate

We can expect that the success rate of a countermeasure depends
on the size of the attack. We distinguish between light, medium or
heavy attacks. This characterisation is specific to each attack. For
DDoS we define light as being an attack where the throughput of the
attackers is 75% of the bottleneck link, medium is 100% and heavy
is 200% of the bottleneck link. For both the CPU and the password
attacks we define light when attacked by 5 attackers, medium with
10 attackers and heavy with 15 attackers.

Table 4.1: Success ratio of recovery for the various attack intensities as a
function of the applied countermeasure.

% attacks recovered

Size Light Medium Heavy

Attack Defence

cpu captcha 42% 8% 0%

honeypot 100% 100% 100%

udp-filter 0% 0% 0%

udp-rateup 0% 0% 0%

pwd captcha 100% 100% 100%

honeypot 100% 100% 100%

udp-filter 0% 0% 0%

udp-rateup 0% 0% 0%

udp captcha 0% 0% 0%

honeypot 4% 0% 0%

udp-filter 93% 100% 100%

udp-rateup 56% 0% 0%

Table 4.1 lists the success rates of the scenarios. Each variation of
the scenario is executed 50 times. An execution is successful when
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the metrics cross the threshold and we observe a recovery within
the set amount of time, which is 30 seconds by default.

Success rate indicates whether countermeasures are suitable
against a specific attack. As we can read from Table 4.1 captcha
is clearly less effective than a honeypot in case of a CPU attack.

However, to further distinguish between successfully recovered
runs, we use recovery time. Table 4.2 shows the average recovery
time for the scenarios across the same 50 runs as the attack intensity
increases. From this table we see that the attack size does not affect
the recovery time. There is a 1 second fluctuation which is close to
the interval at which we sample the metrics (0.8s).

Table 4.2: Recovery time for successful runs for the various attack intensi-
ties as a function of the suitable countermeasures.

Recovery Time (in seconds)

Attack Size Light Medium Heavy

Attack Defence

cpu captcha 11 10 fail

honeypot 2 2 3

pwd captcha 2 2 2

honeypot 2 2 2

udp honeypot 12 fail fail

udp-filter 6 6 5

udp-rateup 10 fail fail

A system parameter that impacts the success rate of a counter-
measure is the time that the system is given to recover before the
agent moves on to try the next defence measures. We repeated
experiments for three different recovery times 20, 30 and 40 seconds
(or 2, 3, and 4 times the window size of 10s) during a Medium
sized attack. Table 4.3 shows the success rate of the experiments; as
expected the success rate goes up when the time set for recovery is
increased.

Many of the failed recoveries are due to the expectation that
after application of the countermeasures, the system will return
to its original state. As we discussed in Sec. 4.6 there are cases in
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Table 4.3: Recovery success ratio for a medium attack with the suitable
countermeasures, as the time boundaries are relaxed and the
recovery threshold is not relaxed.

~2x win(20s) ~3x win
(30s)

~4x win
(40s)

Attack Defence

cpu captcha 4% 8% 10%

honeypot 96% 100% 100%

pwd captcha 100% 100% 100%

honeypot 100% 100% 100%

udp udp-filter 100% 100% 100%

which we can only realistically expect partial recovery. To account
for this, we repeated the experiments applying threshold relaxation;
we lower the threshold for recovery by a fixed percentage by 5%,
10% and 15%. Table 4.4 shows how the success rate improves as
we have relaxed thresholds for various medium attacks; the effect
of relaxation is evident in the case of a captcha defence for a CPU
attack.

Table 4.4: Recovery success ratio for a medium attack with the suitable
countermeasures, as thresholds are relaxed and the recovery
time is the set to 20 seconds.

0% 5% 10% 15%

Attack Defence

cpu captcha 8% 16% 52% 90%

honeypot 100% 100% 100% 100%

pwd captcha 100% 100% 100% 100%

honeypot 100% 100% 100% 100%

udp udp-filter 100% 100% 100% 100%
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4.8.3 Impact and Efficiency

Sec. 4.6 showed how we determine the impact of the attack and
the efficiency of a countermeasure to an attack. Table 4.5 reports
on the impact of the attack as a function of the size of the attack.
Not surprisingly, we see that the impact of the attack on the system

Table 4.5: Impact of the attack for various attack intensities as a function
of the applied countermeasure.

Impact

Attack Size Light Medium Heavy

Attack Defence Type

cpu captcha cpu 5.64 10.03 fail

captcha sales 158.19 199.51 fail

honeypot cpu 5.61 12.14 12.62

honeypot sales 91.47 119.87 162.57

pwd captcha logfail 22.97 24.17 24.92

honeypot logfail 24.08 25.57 23.51

udp honeypot sales 41.57 fail fail

udp-filter sales 0.26 9.08 25.16

udp-rateup sales 50.86 fail fail

increases as the attack size increases. However, in the case of the
combination pwd-honeypot, we see a decreased impact when going
from a Medium to a Heavy attack. This is due to the artificial ceiling
(2x threshold) that we used as a maximum to keep the impact of
each measurement within a range. This procedure was described
in Sec. 4.5. When we remove this limit, the values for login failures
give us the expected increase.

Table 4.6 shows how efficient the countermeasure is in solving
the attack; this is the outcome of our efficiency calculation when
combined with the success rate. Based on this metric, we can rank
the countermeasures, as we did in the last column and we can then
use this as the input for the decision phase the next time a similar
attack occurs to pick the most optimal solution.
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Table 4.6: Efficiency of the countermeasures for the various attack intensi-
ties as a function of the applied countermeasure.

Efficiency Efficiency ×
Success Rate

Size L M H L M H

Attack Defence Rank

cpu captcha 0.98 0.97 0.00 0.56 0.08 0.00 2

honeypot 0.99 0.99 0.98 0.99 0.99 0.98 1

pwd captcha 0.96 0.96 0.96 0.96 0.96 0.96 1

honeypot 0.96 0.96 0.96 0.96 0.96 0.96 1

udp honeypot 0.99 0.00 0.00 0.04 0.00 0.00 3a

udp-filter 1.00 1.00 1.00 1.00 1.00 1.00 1

udp-rateup 0.99 0.00 0.00 0.60 0.00 0.00 2a

aThese rankings are only used in case of Light attacks

4.9 discussion

Despite the fact that our experiments covered only a limited set of
attacks and defences, the method we defined to determine counter-
measure efficiency can be universally applied. The only requirement
is the availability of time series data on metrics directly associated
with the attack class to compute the impact.

We showed that efficiency of the defence depends on the type of
attack, therefore comparing the efficiency of different countermea-
sures only makes sense within the same attack class. Besides attack
class there are other factors that influence efficiency:

• the thresholds set to identify attack;

• the time spent on risk analysis and deciding which counter-
measure to implement;

• the time allowed for a countermeasure to succeed before going
to the next best countermeasure;

• the scale or size and the characteristics of the attacks;

• the execution time of the selected countermeasure.
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Because the configuration of the SARNET defines the thresholds
and timeouts and because the risk analysis and decisions are com-
mon for all countermeasures, the only variables changing during
our experiments are the attack scale and the attack characteristics.
To get a good measurement for the countermeasure efficiency, the
attacks scale and characteristics need to be constrained. In this
chapter we used three categories: Light, Medium, and Heavy. Ta-
ble 4.6 showed that there are indeed different values for efficiency
as the scale of the attack changes. For example, the efficiency of a
countermeasure during a light attack is not representative when
facing a heavy attack. In general, a heavy attack has less effective
countermeasures because resource limits (e.g. bandwidth) start to
play a role.

In section 4.8 we mentioned that the artificial ceiling that we use
to limit excessive values skewed some results. Currently, we made
the ceiling dependent on the threshold by limiting the values to
a maximum of 2 × threshold. Basing the ceiling on the threshold,
scales the maximum value together with the expected value of the
metric. Normalising the measurement by the maximum amount
only gives comparable numbers if the used maximum is equal
across all the runs. This limitation also applies to the threshold;
one can only compare effectiveness of the runs that use the same
thresholds. To compare efficiency in environments with dynamic
thresholds, e.g. self learning, or when thresholds are based on time
of day, retrieve the raw values for each of the runs and recompute
effectiveness each time a comparison is made. Storing the raw data
values can consume a considerable amount of storage space.

The countermeasure analysis in this chapter was done after com-
pleting all runs. However, the goal is to calculate efficiency each
time we defend and update the average defence efficiency imme-
diately. This allows us to update the ranking of countermeasures
and pick a more efficient countermeasure the next time such an
attack occurs. Eventually, the most efficient solution will be picked
first all the time, leaving limited or no experience with subsequent
or newly added solutions that do not have an efficiency metric yet.
The efficiency metric of a new defence can be gained by forcing new
solutions to be tried first. Forcing new and unknown solutions to be
picked is not always desirable in a production environment since
running unknown, potentially impacting, or sub-optimal solutions
can negatively impact the recovery of the service. Limiting time
to execute a new countermeasure and immediately following it
up with the top ranked defence in case the new countermeasure
fails can however be an acceptable strategy. Another approach is
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to first test the effects and efficiency of the new countermeasure in
a representative staging environment. When the efficiency metrics
are collected from the tests in the staging environment, they can be
used to update the rankings of the production environment.

Finally, we have to remark that the implementation time per
countermeasure is currently constant because the countermeasures
are implemented locally. Implementation times will vary more
when countermeasures become more sophisticated and rely on
information coming in from other sources, or in case of multi-
domain defence scenarios when communication times start to play
a role such as in Chapter 6.

The results of the DDoS attack Fig. 4.5 show that the rateup
defence only recovers below 60Mbit of attack traffic. Since the rate-
up can only increase the available bandwidth on link R1<–>R4
(in Fig. 4.2) from 60Mbit to 100Mbit, the maximum bandwidth of
the underlying link, congestion still occurs when the attack traffic
exceeds the requested extra bandwidth which prevents the victim
from recovering. UDP-filter also recovers with larger attack traffic
since it takes the attack traffic away at R3 and R2 and therefore no
congestion occurs at the bottleneck link R1<–>R4. However, when
R1–R3 are in a different network domain and only R4 is under
control of the SARNET-agent, filtering the attack traffic at R4 will
have no effect since the congestion already happened on link R1<–
>R4. For cases like this, where attack traffic already poses a problem
before entering the victim domain, we need defence strategies that
can work beyond the borders of a single domain.

4.10 related work

Our work presents defence mechanisms against cyber-attacks that
rely both on SDN mechanism as well as on VNFs in containers. Our
ultimate goal is to achieve an autonomous response to such attacks.

Defence mechanisms against attacks have been compared in the
literature before. In particular, approaches for the mitigation of
DDoS attacks have received significant attention. Surveys have been
conducted, for example by Chang et al. [80] or more recently by
Zargar et al. [116]. These surveys provide an extensive evaluation
of various techniques, but they do not provide quantitative ways to
define efficiency as we do in this chapter. Quantitative metrics for
efficiency are crucial to support the learning and decision making
that is required in an autonomously responding system. Our work,
therefore, provides them.



539064-L-sub01-bw-Koning539064-L-sub01-bw-Koning539064-L-sub01-bw-Koning539064-L-sub01-bw-Koning
Processed on: 10-12-2019Processed on: 10-12-2019Processed on: 10-12-2019Processed on: 10-12-2019 PDF page: 88PDF page: 88PDF page: 88PDF page: 88

78 measuring the efficiency of attack mitigations

Granadillo et al. [36] describe how countermeasures can be ranked
using the RORI index [46] which includes several factors, such
as infrastructure costs, risk assessment, and attack surface. This
chapter focuses on a subset of the factors considered in RORI.
Instead of using an estimative approach, our ranking is based on
empirically gathered data on how well countermeasures performed
in the past. The way we measure efficiency and impact could be
used alongside the RORI model to improve the estimations of future
countermeasure performance.

Recent work focuses on the role of SDNs in both providing coun-
termeasures to attacks, as well as identifying unexplored vulnera-
bilities in SDNs and SDN techniques themselves. Yan et al. [114]
address these aspects, and point to the need of extensive evaluation
of SDN-based solutions and SDN networks themselves. Our pro-
posal to evaluate countermeasures by efficiency can facilitate future
comparison of software based responses.

Our work has shown that some of the components in a coun-
terattack are easily delivered using VNF. In our case, these VNFs
are delivered via the deployment of containers at the appropriate
locations in the network. Existing work so far has mainly focused
on the survey of available techniques and discussing their appli-
cability in various scenarios, particularly in data centres [8] and
mobile environments [39] [16]. Previous work has often relied on
simulation to assess SDN use as mitigation to attacks, e.g. in the
work of Wang et al. [111]. Our application and use of containerised
VNFs in a real network that is driven by autonomous responses is,
to the best of our knowledge, a first step to show the actual usability
and the effect of such techniques.

Autonomy of responses will ultimately rely on machine learning
techniques. It has been argued by Sommer and Paxson [96] that
machine learning could successfully be applied to the area of in-
trusion detection. Recent patents such as the one from Google on
botnet detection [85] show the applicability of this type approach
for identifying attacks. Our ultimate goal of using machine learning
to assess efficiency and to adopt the most effective set of counter-
measures is, therefore, a novel and promising application of such
techniques.

4.11 conclusions and future work

This chapter shows the first steps toward autonomous response to
cyber-attacks using SDN and NFV. We showed a first implementa-
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tion of the SARNET control loop, from Chapter 2, as a continuation
of the VNET work, which after including novel SDN and NFV ca-
pabilities, was able to exhibit autonomous response to a selection of
attacks.

We introduced a method to compute the impact of an attack and
the efficiency of the countermeasure. We evaluated this method by
applying it to the attacks and the countermeasures implemented
on SARNET and showed how this approach allowed us to rank
countermeasures based on efficiency.

Our measurements showed that the detection and the response
times are dependent on the attacks’ characteristics as well as on the
parameters used in the detection and defence systems.

We conclude that metrics for impact of the attack and efficiency
of a countermeasure can be applied universally and are valuable
inputs in selecting the most suitable countermeasure to an attack.

Some attacks like the UDP DDoS attack can cause congestion on
links in networks that are not controllable by the defending domain
and prevent the victim from recovering. Defending against such a
distributed attack requires coordinated defences across multiple do-
mains. Chapter 6 discusses collaborative defenses between multiple
network domains against such attacks.

We also showed that is it possible to develop and deploy counter-
measures as containers. We see potential for containers to be used as
a method for sharing security VNFs, such as detection mechanisms,
or countermeasures, in a reusable manner. In practice, this requires
methods to verify that these VNFs cannot negatively impact per-
formance or security of the host network. The challenges around
securely executing containers is researched in the DL4LD [32] and
SecConNet [95] projects.
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5E N R I C H I N G S E C U R I T Y E V E N T S W I T H I P F I X A N D
T O P O L O G Y I N F O R M AT I O N

To see which factors play a role in attack classification in a production
environment, we collaborated with ESnet to develop CoreFlow. Coreflow is
a pipeline for cross-referencing security event data generated by Intrusion
Detection Systems with data from other sources. We developed a method
which, by cross-referencing security events from the Bro IDS, NetFlow,
routing, and topology information, identifies how the attack traffic traverses
the network. By knowing the path of the attack traffic, one can narrow
down the elements that can play a key role in the defence. CoreFlow is now
used as a proof of concept for CEASE [13, 64], the security framework
for the upcoming deployment of the US Department of Energy Sciences
Network (ESnet). This chapter contributes to answering rq1, because the
tools and methods described in this chapter provide the attack details and
the context to more accurately determine the security state.

This chapter is based on:

• R. Koning, N. Buraglio, C. de Laat, and P. Grosso “CoreFlow: Enrich-
ing Bro security events using network traffic monitoring data” [52], in
Future Generation Computer Systems, © Elsevier.

5.1 introduction

There are many developments in monitoring and intrusion detec-
tion systems (IDS) that enable them to trigger alerts when such
activities are present [25, 65]. When such an episode occurs, it is
the responsibility of the security and incident response teams who
monitor this information to further investigate these events; this
often requires them to search information in multiple sources to
make a more informed judgment. In this chapter we describe Core-
Flow; a prototype framework to enrich IDS data with network flow
data. Using CoreFlow to enrich IDS data provides more context to
security events. The extra contextual information can then be used
to create more targeted alerts and more advanced responses. Au-
tomating the cross-referencing process is particularly important for
carrier networks that, due to their size and characteristics, require
to correlate information from distant elements in the network.
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Aspect Enterprise/Campus Carrier/Transit

external connectivity limited (single or redun-
dant uplink)

many connected net-
works

application security security can be tailored
to application

need to allow every-
thing

restrictions and poli-
cies

can be applied any-
where

subject to net neutrality
laws

impact of counter-
measure

may affect users of a
host or system

can affect many users
and other networks

network capacity accommodates one orga-
nization

accommodates many in-
stitutions

Table 5.1: Major differences between Enterprise/Campus networks and
Carrier/Transit networks that are relevant from a security point
of view

In section 5.2 we will briefly review the different challenges
carrier networks face to secure their networks, and we introduce
ESnet, the network in which we tested CoreFlow; in section 5.3 we
discuss the information sources used in this research. Section 5.4 and
Section 5.5 describe the CoreFlow architecture and implementation.
In section 5.6 we reflect on the functionality of the framework and
discuss what can be improved. Section 5.7 covers related work and
section 5.8 contains the conclusion and future work.

5.2 carrier network security

Carrier networks present different challenges from enterprise or
campus networks, due to their different characteristics. In table 5.1
we list five aspects in which carrier networks differ from enterprise
and campus networks when we consider them from a security
perspective: external connectivity, application security, restrictions
and policies, impact of countermeasures and network capacity. For
example, in carrier networks, it is infeasible to run all traffic through
a single or a set of security appliance devices due to very high data
rates, as well as the large or numerous data flows and multiple
ingress and egress points. Additionally, carrier networks are often
tasked with adhering to network neutrality laws or policies which
prevent filtering or altering traffic in any way, other than to protect
the infrastructure of the network.
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5.2.1 ESnet

Our CoreFlow development and validation has taken place at ESnet.
ESnet is a national research and education network (NREN), which,
besides providing internet access, interconnects the national labs in
the US with research institutions, super computing facilities, and
research networks all over the world.

Figure 5.1 shows the topology of the ESnet backbone network that
spans the US and a part of Europe. The backbone consists mainly
of 100Gbps links and allows sites to connect to ESnet at various
speeds.

Department of Energy Office of Science National Labs
Ames
ANL
BNL
FNAL
JLAB

Ames Laboratory (Ames, IA)
Argonne National Laboratory (Argonne, IL)
Brookhaven National Laboratory (Upton, NY)
Fermi National Accelerator Laboratory (Batavia, IL)
Thomas Jefferson National Accelerator Facility (Newport News, VA)

LBNL
ORNL
PNNL
PPPL
SLAC

Lawrence Berkeley National Laboratory (Berkeley, CA)
Oak Ridge National Laboratory (Oak Ridge, TN)
Pacific Northwest National Laboratory (Richland, WA)
Princeton Plasma Physics Laboratory (Princeton, NJ)
SLAC National Accelerator Laboratory (Menlo Park, CA)
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Figure 5.1: ESnet network. Source: http://www.es.net

NRENs such as ESnet are mainly built to transport data between
the connected institutions and do not act as a network end-point,
therefore, they are considered carrier or transit networks. Since
NRENs transport large amounts of data, the chances that attacks
occur are higher and, therefore, they are a suitable testing ground
for CoreFlow.

5.3 information sources

Different information sources can be used to identify and counteract
network attacks.

IDSs are able to perform in-depth inspection of packets to detect
security problems, yet they only have a limited perspective of the
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network. NetFlow and other flow-based tools provide detailed net-
work traffic information. This information can be collected from
all routers over the entire extent of the network and can provide a
global view including the origin of the traffic that transits a network.
Cross-referencing data from both of these information sources may
give a more detailed view that includes the origin of the malicious
traffic. The detailed multi-source view provides more context to act
upon, and makes countermeasure less sensitive to spoofed traffic
information.

This is particularly useful when an attack is volume-based such as
in the case of a DDoS attack. In this case, instead of blocking traffic
at the end systems, it may be preferable to prevent the malicious
data from entering the network at the entry point, or to ask an
upstream provider to block the specific traffic. Getting accurate
information from the end system is complicated by the fact that
this attack traffic can be spoofed to cover its origin. Spoofing causes
traffic to have another entry point into the network than the entry
point presented to the end system by setting a fake source address.
Since the addressing information cannot be relied upon, one has to
determine the origin by checking presence of this traffic pattern on
all routers on the path.

In our development of CoreFlow we relied specifically on Bro
data, on NetFlow information, on Splunk for data aggregation and
on Route Explorer for path calculation.

5.3.1 Bro

Bro [79] is an open source network analysis framework developed
at the International Computer Science Institute in Berkeley, CA and
the National Center for supercomputing Applications in Urbana-
Champaign, IL. Bro focuses on network security monitoring and
offers functionality beyond traditional intrusion detection systems.
It includes an event engine and a policy module in which one can
write custom policies. Due to clustering capabilities, Bro can scale
up to 100Gbps links [14]. Bro has an extensive policy system that
can be used to trigger events and to react to them. Events can thus
also be correlated within the Bro framework itself as part of a policy.
To implement policies Bro uses its own scripting language. This
language is limited, but it could be used to implement the CoreFlow
functionality as a plugin in the C language. This would require
knowledge of two languages, the Bro domain specific language
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and C; for this reason it seemed more practical to us to implement
CoreFlow as a stand-alone system using Python.

Building a stand-alone system makes CoreFlow more flexible
since we are able to use multiple input sources or switch out Bro
in favor of a different IDS. Python is a widely used and easy to
learn language which became very popular among data scientists.
Therefore, by using Python, we try to make it easier for collaborators
to extend CoreFlow with new features. Additionally, Python has a
large set of libraries and tools available that are specifically useful
for analysis and working with large data sets. These libraries can be
used to aid the correlation and enrichment process.

5.3.2 NetFlow and IPFIX

NetFlow, originally developed by Cisco Systems, but now present
on most modern routers is a protocol that allows routers and other
network devices to export flow information. According to [75],
Cisco traditionally distinguishes a flow based on 7 properties, two
of which are not required:

• IP source address
• IP destination address
• source port
• destination port
• L3 protocol type
• Class of service (optional)
• Router or switch ingress port (optional)

These properties are extended in subsequent versions such that
NetFlow supports IPv6, vlans, and MPLS labels.

IPFIX (IP Flow Information eXport) described in RFC5153[12] is
a protocol developed by IETF that supersedes NetFlow v9. Most
software tools and the collectors that work with NetFlow informa-
tion also accept the IPFIX format. In this chapter we use the term
NetFlow to refer to both the NetFlow and IPFIX protocols. The data
we import from the routers into CoreFlow uses the nfdump1 format.

5.3.3 Splunk

Splunk[15] is a search and analysis system for Big Data, that is
often used as a security information and event management (SIEM)
system. It can be used to import logs from multiple sources for

1nfdump website: https://github.com/phaag/nfdump
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analysis. It provides a web interface that can be used to search and to
make visualizations of the data for easy analysis. If needed, Splunk
can also trigger security alerts. ESnet uses Splunk to aggregate and
visualise log data, therefore we set up CoreFlow to consume the
already aggregated Bro data in Splunk via a REST interface.

5.3.4 Packet Design Route Explorer

Route Explorer[78] is a route analysis system developed by Packet
Design. The appliance provides visibility into routing behaviour
for IGP and BGP routing protocols and VPNs. By peering with the
routers in the network, Route Explorer is able to track real-time
changes in logical topology of network; it monitors routing tables
and can store them for historical analysis. It can then be used by
network administrators to debug problems in a complex network
infrastructure. CoreFlow can use Route Explorer to perform path
calculation (see Sec.5.5.1).

5.4 coreflow architecture

The architecture of CoreFlow is composed of three distinct phases:
input, enrichment, and output. This is shown in Figure 5.2.

Input:
Bro events CoreFlow

Enricher: 
Packet Design Route Analyzer

Enriched Events

Enricher: netflow data

Input OutputEnrichment

Figure 5.2: CoreFlow correlates input data from Bro to NetFlow and uses
the enriched data to query the route analyser. Finally, it outputs
the security event with additional data from both enrichers.
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The CoreFlow development was driven by a number of design
requirements:

• support the Bro data format. The system needs to ingest and
process Bro data;

• allow for multiple input sources. We wanted to be able to
accept Bro data from different sources, for example reading
from file or gathering it in real-time;

• process large amounts of NetFlow data. The system needs to
process data from multiple routers;

5.4.1 Input Phase

We support multiple ways to import the Bro data into CoreFlow:

file operates on Bro log files in either text or gzip format

stdin operates on output from the standard input in Bro log
format

splunk opens a socket to the Splunk server and starts a real time
search for incoming events

elasticsearch reads Bro data that has been imported into Elas-
ticsearch2 using an included import tool

The stdin and splunk input methods support streaming of real time
data. The file and splunk methods support reading historical data
from within a specified time window. We will elaborate on these
two different uses in Sec. 5.4.2.

As main input we use the Bro notice log; this log file contains
(security) events that are interesting enough to require further in-
vestigation. The fields relevant for correlation are listed in Table
5.2.

The uid field contains a unique identifier which is a hash that is
based on various properties of the event. The hash can be used to
cross-reference the event data between multiple Bro log files. To
cross-reference Bro events to NetFlow data we cannot use this uid
and we are required to match on the flow data contained in the
event. Not all Bro events contain the required flow data and the
events without this data are passed to the output queue without
further enrichment.

We chose to represent the flow information in CoreFlow with
a tuple consisting of 5 elements: protocol, source ip, source port,

2Elasticsearch is a full-text search engine. https://www.elastic.co/
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field type description

ts datetime timestamp

uid string unique id to look up in conn log

id.orig_h string ip address source

id.orig_p string source port

id.resp_h string ip address destination

id.resp_p string destination port

proto string protocol (TCP,UDP,ICMP)

... ... ...

Table 5.2: Bro notice.log fields necessary for the cross-referencing

destination ip and destination port. These elements correspond to
the mandatory NetFlow properties we discuss in Sec.5.3. Each one
of these properties corresponds to a specific Bro field. Table 5.3
shows the mapping. Since we are working with data from multiple
nodes, event time stamps may not be the same everywhere and are
not used in the initial matching process.

CoreFlow proto ip1 port1 ip2 port2

Bro proto orig_h orig_p resp_h resp_p

NetFlow pr sa sp da dp

Table 5.3: The CoreFlow flow tuple and the equivalent fields in Bro and
NetFlow data

5.4.2 Enrichment Phase

We distinguish two modes of cross-referencing: historical and real
time.

Historical cross-referencing specifies a time window in which to
match the flows. CoreFlow first processes the Bro data, cross-
references it with the NetFlow data and then exits. The sizes of
the log files can easily exceed gigabytes; the data workflow is cus-
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tomized to minimize memory utilization and random IO and to
retain reasonable speeds.

Real time cross-referencing works by streaming the latest events
from the Bro notice log. Since we are using nfdump files for NetFlow
processing and do not have a source that was able to stream real time
NetFlow information, there is a time delay introduced in processing
the events. CoreFlow periodically sends out NetFlow searches and
queues events until the previous search is completed, this approach
prevents slowdown caused by many searches blocking on disk I/O.

After the matching process, the Bro event is enriched with one
or more NetFlow records, one for every router it was seen on.
When combined with sufficient topology information, one can now
estimate the exact path of the event flow and of the ingress and
egress router and ports (see Sec. 5.5.1).

5.4.3 Output Phase

When the NetFlow and path information is merged with the Bro
events, summary output is written to stdout. Additionally, CoreFlow
provides a simple output module which exports enriched output
as JSON to a log file. There is also experimental output support to
Elasticsearch. Since the framework is extendable, we also consider
other outputs. For example, we consider a Bro output that can be
used to feed the enriched output back into Bro to create new alerts.
This idea is discussed in Sec. 5.6.

5.5 implementation

The first prototype of CoreFlow is implemented in Python 3.5 using
the Python requests and Elasticsearch libraries. CoreFlow has a
main loop that routes messages from an input to an output via the
NetFlow enricher.

Figure 5.3 shows the execution flow of CoreFlow. There are three
threads: a main loop, an input thread, and a search thread.

The input modules run in a separate thread that is being watched
and when necessary restarted by CoreFlow. CoreFlow receives the
data from the import thread via an event queue which contains the
bro_alert and the event_id.

CoreFlow reads the events queue and when it finds a new event,
it extracts the flow tuple. The flow tuple, together with the event id,
is inserted in a queue for the NetFlow enricher. When the NetFlow
enricher is idle, it picks up all items in the queue at once; it creates a
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Figure 5.3: Execution flow of CoreFlow, with its three threads: main loop
(orange), input thread (blue), search thread (cyan/green).

filter for all the flows and their reverse that can be passed to nfdump.
A reverse flow is simply the flow detected by Bro with source and
destination IP/port swapped. We use both the (forward) flow and
its reverse because we want to have visibility in both directions of
the traffic. Creating such a bulk request is noticeably faster than
requesting each event one by one because now we have to search
through the flow data only once. Depending on the amount of
routers in the network, the NetFlow enricher will spawn one search
thread per router that runs nfdump with the previously compiled
filter. The results of the bulk request comes back out of order, thus
we need to re-order and map the retrieved flows back to the original
Bro data.

Now the NetFlow data is mapped back to the event identifiers, it
gets inserted into another another queue for further processing in
CoreFlow. CoreFlow reads the NetFlow data from the queue and
it combines the existing event data with the NetFlow data. Finally,
CoreFlow passes the enriched data on to the output module that
forwards it to the storage backend.

The enriched event-data can contain multiple occurrences of the
flow, reported by multiple routers. Combined with topology infor-
mation, CoreFlow tries to reconstruct the path of the flow with a
route estimation procedure (see Sec.5.5.1). For more detailed route
estimation, CoreFlow can interface with products such as Route
Explorer by Packet Design.
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Finally, after the routes have been identified, CoreFlow exports
the results.

5.5.1 Route Estimation

ESnet uses OSCARS [37] for provisioning links across its network
and OSCARS therefore maintains a database with topology infor-
mation. To create the required topology information for CoreFlow,
we extract the topology information from the OSCARS topology
publisher. The extracted information does not contain policy infor-
mation or any of the routing metrics that are used to set a preference
for certain paths. Therefore, we decided upon finding the shortest
path with the constraint of traversing all the routers for a single flow
as an approximation. We designed Algorithm 1 with the following
requirements in mind:

• the input list may have missing routers; a flow may traverse a
router but may not be recorded due to the sample rate.

• the path may traverse a router multiple times; flows may be
observed on a router twice using different vlan/mpls labels.

The algorithm works as follows:
As a starting point we take the first router in list D, start (line

5); then we use the topology to build a tree from start limited to
a depth and return the paths as an array P (line 6). To include all
possibilities the depth should be set to the maximum spanning tree
distance of the network graph.

We reverse all the paths (lines 7-9) and then we concatenate the
result R with the original paths in P (lines 10-14). This gives us list
A of all paths that traverse the start node. We then filter A to only
include paths that contain all routers in D and store this as F (lines
15-18). We select the shortest paths in F and return this list as value
O (lines 20-23).

The output of this algorithm can be illustrated with a simple exam-
ple. Figure 5.4 shows a topology with nodes r1− r12; a flow entered
the network at r2 and exited at r10. The routers which observed the
flow are D = [r1, r12, r3]. Our algorithm is able to interpolate that
r4 and r9 are part of the path and it returns [r1, r4, r3, r9, r12] as the
estimated route together with its reverse, [r12, r9, r3, r4, r1]. Note
that r2 and r10, the ingress and egress nodes, are not part of the
reconstructed path as they had not observed the flow themselves
directly. A current limitation of the algorithm is that is not capa-
ble of determining which router was the actual ingress and egress
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Algorithm 1: route estimation algorithm
Input: topology ← topology graph of the network
Input: depth ← max search depth
Input: D ← detected routers in the path
Output: list of estimated paths (O)
start ← D[0];
P ← all paths with length ≤ to depth starting from start in
the topology;

foreach p ∈ P do
R ← add reverse(p);

end
foreach p ∈ P do

foreach r ∈ R do
A ← add r + p[1 :];

end
end
foreach p ∈ A do

if D ⊆ p then
F ← add p;

end
end
foreach p ∈ F do

O ← min(lenght(p));
end
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router; this is because the topology information we use does not
distinguish edge routers.

r1

r2 r5

r3
r9

r6
r4

r11

r7

r8

r12

r10

Figure 5.4: Route estimation: given a list with routers [r1 r12 r3] the algo-
rithm is able to interpolate that r4 and r9 must also be included
in the path resulting in [r1, r4, r3, r9, r12]. However, with the
current information, the algorithm cannot deduct the edge
routers r2 and r10 should be included in the path.

5.6 evaluation and discussion

We tested the prototype on the ESnet infrastructure by enriching
incoming events from three different Bro nodes with NetFlow data
collected by over 50 routers. Figure 5.5 shows the latest set-up we
used for CoreFlow at ESnet. There were two specific limitations in
ESnet that we had to deal with.

Firstly, we had 3 Bro detectors sending their logs to Splunk. Core-
Flow was reading the logs from Splunk and performing searches
on NetFlow data of all routers. The NetFlow data was exposed to
CoreFlow via an NFS share. Every 5 minutes, a new NetFlow log of
a router gets saved and gets copied to the NFS server. Under normal
circumstances, copying the NetFlow data takes less than 3 minutes
using this setup. This meant that we had to delay the retrieval of
incoming events from Splunk by 5 + 3 = 8 minutes.

Secondly, the flow is detected on multiple routers, CoreFlow
performed route estimation as described in Sec. 5.5.1 and prepared
queries for the Route Explorer to further refine the found route.
Due to access restrictions we could not query the Route Explorer
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Netflow
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Netflow
collector n

Packet Design
Route Analyzer

Output file

nfdump

Figure 5.5: CoreFlow set-up at ESnet

directly, thus we verified this functionality by sending the query,
manually, from another host.

5.6.1 Route Estimation

The route estimation can be optimised in multiple ways. The data
structures contain redundant information, and for large networks
this data structure may get too big. The algorithm does not deal
with metrics and routing policies and any traffic engineering that
can manipulate the flow of traffic because this information was
not available at the time. Improvements to the route estimation
can be made by calculating paths based on live routing tables of
the network. For historical paths we can rely on products such as
Packet Design’s Route Explorer that records changes in the routing
table over time. By recording this information, Route Explorer can
provide paths from an ingress router to a destination prefix at any
point in time. However, this requires us to determine the ingress
router of the specific flow and when NetFlow traffic is sampled we
may not be able to see the flow on the ingress router. If we find
the flow on one or more routers, in some situations we can use the
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route estimation explained in section 5.5.1, to extrapolate a potential
ingress router that we can use for the full path calculation.

Adding reconstructed paths and NetFlow information to security
events allows for more targeted monitoring or mitigation techniques
e.g. blocking at the source or redirecting the traffic somewhere along
the path for further analysis. Additionally, one can feed the enriched
data back into the IDS to enhance filtering on relevant alerts e.g. by
lowering the threshold for data going to CoreFlow and create more
specific event filters on CoreFlows output.

5.6.2 Sample Rate

Another point of attention is the sampling rate of NetFlow. In ESnet,
for example, the sampling rate of the data was set to 1:1000 on
each router. The unfortunate side-effect of a low sampling rate is
that the probability to find flows related to the IDS alerts is also
very low, since the sampling rate needs to be multiplied by rate of
malicious flows to all traffic on each router. This can be improved
by increasing the sampling rate on all the routers. In ESnet, increas-
ing the sample rate was not possible since ESnet is a production
network and higher sampling rates can result in degraded network
performance, because a high sampling rate require more processing
on the production routers. Another way to improve the chance of
finding flows with less impact on the network is by using higher
sampling rates at the edges. This approach may be feasible in carrier
networks, since the bulk traffic streams are located in the core. Addi-
tionally, this approach also increases the chance of finding the flow
on the ingress router, which benefits path estimation and can help
to apply counter measures at the point of entry. Methods described
in [2] can also help improve the sampling algorithms in to detect
smaller flows.

One might argue whether or not it is necessary to increase the
sampling rate to detect small flows on the network in the context
of network security: Volume based attacks such as DDoS attacks
will, for example, clearly be visible in sampled data. Yet given the
right circumstances, an attacker can do a lot of damage using only
a few packets. Moreover, there are instances on attackers using
volume-based attacks to distract the victim from the real attack [68].
Therefore, it is important to provide as much context as possible, to
every event that the intrusion detection system marks as malicious.
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5.6.3 Other Use-cases

CoreFlow can also be used in multi-domain defence strategies.
When the ingress point of the spoofed malicious traffic can be iden-
tified, it is possible to contact the neighbouring domain to take
action. If the neighbour also has such a system, it can subsequently
contact its neighbours, eventually tracing the traffic back to the
source. Taking action closer to the source of the problem can un-
burden networks of volume-based attacks and keep the resources
available for the legitimate users.

In Sec. 3.5 we concluded that responses can become complex and
even counter intuitive when networks increase in size and when
information is limited. The SARNET-agent in Sec. 2.2 can greatly
benefit from CoreFlow since it provides richer information and the
context to improve classification and enhance the decision making.

5.7 related work

Much work is done on applying statistical methods and machine
learning approaches to NetFlow data in order to detect anomalous
behaviour on computer networks. These anomalies can be caused
by network changes, outages, content changes or security related
events. Sperotto et al. published a comprehensive overview of flow-
based intrusion detection in [97].

CoreFlow’s goal is not to identify security threats. CoreFlow
does not perform any intrusion detection. It assumes that there are
facilities in place that generate these security events. CoreFlow’s
uniqueness is that it focuses on the correlation and enrichment of
already identified events by using multiple data sources such as
NetFlow, and topology databases, to create a more comprehensive
view of what occurred in order to enhance decision making.

Xu et al. describe a system that can group low-level events from
several inputs based on similarities or relations[113]. When multiple
low-level events trigger at the same time, they can be grouped
into a more meaningful high level event. This high level alert can
be created to trigger a defence. Our approach is different, since
we cross-reference the triggered events to other data sources that
may not have generated alerts themselves in order to expose more
contextual information for further analysis. If we would accept
multiple input sources, then grouping triggered events becomes
relevant for CoreFlow, yet this is considered future work.
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5.8 conclusion and future work

Enriching IDS data with NetFlow information gives a more de-
tailed record of an attack. CoreFlow provides a framework that can
cross-reference these data sources based on the flow tuples. The
successfully enriched data can be used for more advanced attack
detection and reaction.

We determined that the success of the NetFlow correlation largely
depends on the sampling rate of the NetFlow data. We showed
how to use the enriched information to do route estimation. Route
estimation can be used for carrier networks to determine where
the traffic entered their network and can be the starting point for
placing countermeasures close to the origin of the attack. The route
estimation method also decreases sensitivity to spoofed traffic be-
cause the NetFlow data confirms that the traffic got forwarded by
the devices in the estimated route.

CoreFlow needs to be evaluated using different sample rates (1:1)
and other sampling algorithms to see which settings are most bene-
ficial, while not affecting the performance of a production network.
To address the sampling issue, we are looking at new ways of flow
tracking: Hill et al. [40] research whether bloom filters implemented
in P4, a language for programming data plane switches, can provide
a solution to this problem.

CoreFlow can be extended to allow multiple in- and output plug-
ins for other data sources such as PerfSonar3, and syslog. CoreFlow
also supports extensions that contain new analysis methods which
can help to interpret the information and provide more insights
into the context of an event.

The enriched event can maybe lead to improved and more ad-
vanced alerts. By feeding the enriched event data back into the
IDS system, it may be able to use the extra information to reduce
false positives. Also, it may be beneficial to lower the thresholds for
IDS events that get sent towards CoreFlow to discover malicious
activities that previously went undetected.

3PerfSonar website: https://www.perfsonar.net/
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6A P P R O A C H E S F O R C O L L A B O R AT I V E
M U LT I - D O M A I N D E F E N C E A G A I N S T AT TA C K S
O N C O M P U T E R I N F R A S T R U C T U R E S

Some attacks accumulate, due to their distributed nature, so much power
that they cannot be stopped at the border of a network. In Chapter 4, we
concluded that we need multi-domain collaboration to ask the upstream
providers of the attacked network for assistance in defence. This chapter
extends the VNET environment to support multiple domains. Each domain
is autonomously controlled by a SARNET-agent, which is extended to
communicate and orchestrate defences in an alliance environment. We
developed three different approaches to defend against an attack. Each
approach uses a different algorithm to execute the same defence tasks at
the selected members in the alliance. By evaluating the efficiencies of the
approaches under different circumstances, and by analysing what caused
those differences, we answer rq3 by pointing out the factors that play a
role in multi-domain defences.

This chapter is based on:

• R. Koning, G. Polevoy, L. Meijer, C. de Laat, and P. Grosso “Ap-
proaches for Collaborative Security Defences in Multi Network Environ-
ments” [51], in 2019 6th IEEE International Conference on Cyber Security
and Cloud Computing (CSCloud)/ 2019 5th IEEE International Conference
on Edge Computing and Scalable Cloud (EdgeCom), ©.

6.1 introduction

Resolving distributed attacks on computer infrastructures often
benefit from the support, resources, and actions of parties other
than the victim.

To facilitate cooperation, Deljoo et al. [28] introduce the concept
of security alliances, a framework in which groups of organisations
can help each other to defend against attacks on one of the members
in the alliance.

Security alliances [30] provide certain benefits and services such
as:

• establishing and maintaining trust among the members,
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• facilitating governance and common policies, standards for
its members,

• creating a platform for sharing threat intelligence and incident
information among members, and

• supporting coordinated defense mechanisms.

When asking for help from other members in an alliance, even
when asking for the same defensive actions, defence performance
may differ based on the implementation approach.

The question is: How do different approaches for the same defence affect
the efficiency of the defence in alliances consisting of multiple network
domains?

In this chapter we introduce three approaches that use collabora-
tors in an alliance for the same defence against an attack:

• Counteract Everywhere mitigates the attack at every collabora-
tor;

• Minimise Countermeasures reduces the amount of placed coun-
termeasures by only mitigating close to the attacker;

• Minimise Propagation mitigates as closely to the victim as pos-
sible, and reduces countermeasure propagation.

We extended the VNET infrastructure discussed in Chapters 3
and 4 and added support for multiple domains. Each domain is
monitored and controlled using its own agent. The agents commu-
nicate with other domain agents to defend collaboratively, using
one of the three approaches mentioned above. The agents act au-
tonomously using the resources available in the domain, without
detailed information from other domains.

In Chapter 4 we introduced a method to evaluate the efficiency
of defences in single domain environments. In Sec. 6.4, we provide
an extended formula for efficiency to include support for multiple
factors that influence the efficiency. We use this formula to compute
the efficiency of our multi-domain approaches.

We implement these approaches in the SARNET environment
and evaluate the efficiency of the approaches during attacks with
varying conditions. We will argue which approach is the most
efficient in most situations and that care should be taken in the
development of these countermeasures.

The chapter is organised as follows: In Sec. 6.2 we explain the
SARNET framework we use for this work. Then, we describe the
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three different defence approaches in Sec. 6.3 and explain the ex-
tended efficiency formula in Sec. 6.4. In Sec. 6.5 we explain how the
approaches are implemented in VNET, that we use to run our ex-
periments. We discuss the attack scenario in Sec. 6.6 and in Sec. 6.7
we show the scenarios and conditions we used for the experiments
of which we will show the results in Sec. 6.8. Finally, we discuss our
findings in Sec. 6.9 and conclude and elaborate on future work in
Sec. 6.11.

6.2 multi-domain sarnet

In Chapters 2 and 3 we introduced SARNET as a framework for
detection and mitigation of attacks on computer infrastructures, i.e.
computer systems that are interconnected using networks to provide
a service. The framework collects metrics from both the network, the
systems connected to the network, applications running on top of
systems, and performance metrics from higher level systems (such
as the amount of products that are sold during a time interval). An
observable adds a condition to the metric that can be monitored to see
if the metric deviates from either, a threshold, a ratio or a level based
on historical values. When the deviation is too large, depending on
the condition, the observable changes from a healthy to an unhealthy
state. One or more observables map to a classification; based on
the classification further analysis may happen, including database
look-ups, to collect the necessary information in order to decide
which defences to pick. When multiple defences are available for the
situation, the SARNET picks the defence with the highest efficiency
ranking and executes it. A defence consists of multiple tasks. After
executing defensive actions, SARNET evaluates the metrics again
and recalculates the efficiency rankings. If the system performance
is still affected by the attack, the cycle repeats and another defence
is tried until all possibilities are exhausted. When the possibilities
are exhausted, the system will remain in a degraded state until the
attack ends or is resolved by human intervention.

To allow SARNET to operate in a multi-domain situation, each
domain needs a separate agent. Agents are responsible for coordinat-
ing activities between collaborators in the alliance. These activities
include coordinated responses to threats as well as information
sharing, such as threat intelligence or analytics data, with agents of
other domains.
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6.2.1 Defence Orchestration

Even when collaborating within an alliance, a member might choose
not to share sensitive data with others, because of company policies,
or because laws and other norms [7] prevent them from doing so.
For these reasons, we used a decentralised approach for defence
orchestration. In our architecture there is no central authority with
a full overview of the alliance, and the domains themselves are
responsible for building their own overview of the alliance and the
networks surrounding it. We default to limited information sharing
between the parties; the amount of information sharing can of course
be increased when the situation requires it. Another advantage of
this decentralised approach is the increase in robustness against
attacks since there is no single point that can be attacked to cripple
defence orchestration.

6.2.2 Responsibility

It is the victim’s responsibility to detect and classify the attack
and decide on the action that needs to be taken. Only the victim
has the full view of its infrastructure and knows when it is truly
under attack. Placing the responsibility on the victim also prevents
disputes if a collaborator accidentally disrupts benign traffic since
the defence is activated at the request of the victim. Of course,
the potential victim is allowed to delegate some responsibilities to
another party when necessary; handling the potential issues that
arise from delegating responsibility is beyond the scope of this
work.

6.2.3 Agent Communication

Each member of the alliance runs a multi-domain agent. The multi-
domain agents establish secured connections with all the other
agents in the alliance to send messages directly between domains.
Communicating directly removes the complexities of maintaining
message integrity. We distinguish four different kinds of messages:

• Control messages for setting up and maintaining communica-
tion to other domains.

• Informational messages for requesting information and respond-
ing to the requests.
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• Action messages for implementing a certain countermeasure to
reduce the attack impact.

• Subscriptions for longer lasting information or actions such as
intelligence feeds or automatic protection.

Note that informational and action messages can result in simple
queries or actions limited to the destined domain, but also to more
complex queries or actions where the destined domain can request
help from others. The countermeasures in this chapter use only
simple direct actions: 1) requesting from which neighbour traffic of
a certain pattern originates and 2) dropping the traffic that matches
that pattern.

6.3 inter-domain defence strategies

We defined three defence strategies for attacks that rely on coopera-
tion between alliance members:

• Algorithm 2 - Counteract Everywhere

• Algorithm 3 - Minimize Countermeasures

• Algorithm 4 - Minimize Propagation

Algorithm 2 shows the most aggressive approach. The approach
immediately implements a countermeasure in the victim’s domain
as well in all other collaborating domains if there is a pattern match.
This results in a small impact because the countermeasure is applied
as soon as possible, but since the countermeasure is applied on all
alliance members this operation is costly (see Eq. (6.1)):

cost =
N

∑
n=1

Cn + Pn × t

where N = participating nodes

n ∈ N
Cn = fixed cost of node n
Pn = cost of node n per time period

t = amount of time periods elapsed

(6.1)

Algorithm 3 reduces cost by only implementing countermeasures
at members that see the attack pattern coming in from non-members.
Since the nodes at the edge of the alliance E are a subset of all nodes
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Algorithm 2: Counteract everywhere: asks for countermea-
sure from every member that sees atack traffic

Input : pattern: attack pattern
alliance: alliance members
N : victim’s neighbours

for node ∈ N do
request node for its neighbours that produce pattern;
implement countermeasure at node;
for neighbour ∈ neighbours do

if neighbour ∈ alliance ∧ neighbour �∈ N then
add neighbour to N;

end
end

end

N implementation costs (see Eq. (6.2)) are equal to or less than in
Algorithm 2:

cost =
E

∑
e=1

Ce + Pe × t

where N = participating nodes

E ⊆ N
e ∈ E

Ce = fixed cost of edge node n
Pe = cost of edge node n per time period

t = amount of time periods elapsed

(6.2)

The disadvantage of using this approach, though, is that the time
to implement a defence increases; the victim domain first has to
trace the attack origin back to the edges of the alliance, before it can
ask the edge domain to implement any countermeasure.

Algorithm 4 is another optimisation of Algorithm 2. This ap-
proach reduces cost by reducing propagation, relying on recovery
detection. The approach directly applies the countermeasure at the
neighbours, but instead of going to the neighbours of the neigh-
bours directly, it first waits for a time period defined by wait time.
Only if the attack is not resolved, the approach request the nodes’
neighbours for assistance. Because the approach tries to minimise
the amount of assistance, the implementation costs will be lower
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Algorithm 3: Minimise countermeasures: places the coun-
termeasures close to the attack traffic at the border of the
alliance.

Input : pattern: attack pattern
alliance: alliance members
N : victim’s neighbours

for node ∈ N do
request node for its neighbours that produce pattern;
if ∃neighbour �∈ alliance then

implement countermeasure at node;
end
for neighbour ∈ neighbours do

if neighbour ∈ alliance ∧ neighbour �∈ N then
add neighbour to N;

end
end

end

(worst case they are equal to Eq. (6.1)). However, by waiting until we
reach wait time while under attack the impact continues to increase.

The defence time for Algorithm 4 can improve when the wait
time is set to a smaller value. However when the wait time is set too
small, i.e. when it is smaller than the amount of time that the system
requires to detect recovery, the approach will continue asking other
nodes. In other words, setting wait time too small causes Algorithm 4
to behave similarly to Algorithm 2, but with a time penalty caused
by wait time. Ideally, wait time is tuned to the time it takes the victim
to reliably detect recovery. This implies that the faster the victim can
reliably detect recovery, the more efficient Algorithm 4 becomes.

6.4 efficiency

For each defence approach, we want to assess its efficiency as func-
tion of relevant metrics in each scenario: there will be parameters
that increase the efficiency, and parameters that decrease its value.

For example, during or after an attack, we observe the deviation
of each relevant metric from its baseline prior the attack. We define
impact as the accumulated deviation from the start of the defence
until the time of evaluation t. The higher the impact is, the lower
the efficiency should be. On the other hand, efficiency is also con-
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Algorithm 4: Minimise propagation: minimises propagation
of the countermeasure by filtering close to the victim.

Input : pattern: attack pattern
alliance: alliance members
N : victim’s neighbours
resolved: true when the attack is resolved otherwise

false
waittime : time to wait for the system to evaluate its

attack state
for node ∈ N do

request node for its neighbours that produce pattern;
implement countermeasure at node;
wait for time seconds;
if attack not resolved then

for neighbour ∈ neighbours do
if neighbour �∈ N then

add neighbour to N;
end

end
end

end

strained by the available budget to implement a countermeasure.
The less amount of budget spent, the higher the efficiency becomes.

We evaluate the performance of the defence approaches by gen-
eralising Eq. (4.1) from Chapter 4. In the original formula, the
efficiency decreased in both allowed parameters. Now, we expand
those formulas to allow for any finite number of parameters. Given
a strictly increasing function f , such that f (0) = 0, we assume that
efficiency decreases in f (xj) and increases in f (yi).

In our efficiency formula, we normalise the contribution of these
parameters as follows:

• For factors that decrease the efficiency, x, we normalise to
values from 0 to 1 as follows: f (X)− f (x)

f (X)
.

• For factors that increase the efficiency, y, we normalise to
values from 0 to 1 as follows: f (y)

f (Y) .

The efficiency formula utilises the following symbols:

• β sets the division point between no recovery [0 − β] and
recovery [β − 1].
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• The efficiency increasing factors are denoted as y1, . . . , ym; m
is the amount of decreasing factors.

• xm+1, . . . , xm+l denote the factors that decrease efficiency; l is
the amount of increasing factors.

• The importance α generalises to α1, α2, . . . , αm+l−1. The pa-
rameters αi fulfil that ∑l+m−1

i=1 αi is between 0 and 1 − β. The
last factor, αm+l , then implicitly gets the importance of 1 −
β − ∑ α1 . . . αm+l−1.

To use the efficiency formula, we assume that there is at least one
factor (xm+l) present that decreases the efficiency, without loss of
generality.

The efficiency is defined as follows, for the case where we recover
from the attack and the one where we do not:

E(recovered or not, y1, . . . , ym, xm+1, . . . , xm+l)
Δ
=⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

β + ∑m
i=1 αi

f (yi)
f (Yi)

+ ∑m+l−1
j=m+1 αj

f (Xj)− f (xj)

f (Xj)

+(1 − β − ∑m+l−1
k=1 αk)

f (Xm+l)− f (xm+l)
f (Xm+l)

Recovered,

∑m
i=1 αi(

β
1−β )

f (yi)
f (Yi)

+∑m+l−1
j=m+1 αj(

β
1−β )

f (Xj)− f (xj)

f (Xj)

+(1 − β − ∑m+l−1
k=1 αk)(

β
1−β )

f (Xm+l)− f (xm+l)
f (Xm+l)

otherwise.

(6.3)

The full characterisation of efficiency is provided in [81].
Equation (6.4) in Sec. 6.7 shows a practical example of how we

use Sec. 6.4.

6.5 implementation

To evaluate the three proposed approaches and their effectiveness
we used the SARNET framework. In the following sections, we
first introduce VNET (Sec. 6.5.1), the elements in our topologies
(Sec. 6.5.2), the inter-domain signalling protocol used by the collab-
orators in the alliance (Sec. 6.5.3), and the SARNET/VNET imple-
mentation of the three algorithms (Sec. 6.5.4).

6.5.1 VNET

We use the VNET emulation environment to instantiate the topolo-
gies in Sec. 6.7. VNET instantiates the topology as a network
slice [115] on the ExoGENI cloud platform [3]. Each virtual machine
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on the ExoGENI platform runs a single domain in our multi-domain
setup. We use two VM types: XOSmall (1 core, 1G RAM) for cus-
tomer and transit domains and XOLarge (2 cores, 6G RAM) for the
NFV and service domains. ExoGENI ensures that the requested
link capacity between virtual machines is guaranteed by preventing
overprovisioning and limits the bandwidth to the requested 100
megabit per link. The various components inside the domain are
separated in Linux containers [19], using Docker 1. All the compo-
nents within a domain communicate to each other using MQTT 2.
Routing between the domains is done with the Quagga software
router [43] using the BGPv4 routing protocol [87]. Each domain
runs an agent that talks to other domain agents and communicate
with our controller that configures and executes the attack scenarios.
Defences are started autonomously, when an attack is detected by
the local SARNET agent that runs in each domain.

6.5.2 Topology Building Blocks

Using VNET we can construct a virtual infrastructure by supplying
a topology with the following components:

• a service domain contains a webservice that resembles a mar-
ketplace where clients make purchases;

• a transit domain forwards traffic, it provides basic blocking,
redirection and rate limiting functions;

• a client domain interacts with the service domain by making
transactions with the service domain;

• a NFV domain; runs network functions, using Network Func-
tion Virtualisation, that are used for further analysis or coun-
termeasures.

Traffic flows back and forth from the client domains via the transit
domains towards the service domain. Normally, the traffic consists of
transactions (simulated purchases) with the service domain. When we
start an attack we instruct one or more client domains to attack the
victim which is the service domain. NFV domains can be used to run
defensive network functions through which the traffic can be routed.
Although NFV domains are present in the topology they have not
been used in these experiments since the available functions are not
relevant for the attack scenario (Sec. 6.6 we use in this chapter).

1https://docker.io
2http://mqtt.org
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6.5.3 Inter-domain Signalling Protocol

Each domain runs a multi-domain agent that handles communi-
cation between domains (see Sec. 6.2.3). The multi-domain agent
is responsible for keeping track of multi-domain communication
and coordinating with the local SARNET agent; as well as other
multi-domain agents to orchestrate multi-domain defences.

The main responsibilities of the multi-domain agents are request-
ing defences and communicating queried metadata that can be
useful for a defence, e.g. “Do you see traffic coming from this IP
address?”.

In the current implementation, agents cannot forward messages
that they receive from other agents, therefore all agents need to
able to reach each other directly. The agents communicate over
Transport Layer Security (TLS), which takes care of authentication
and encryption. The messages that they exchange over the secured
connection are formatted using JSON 3. Another limitation is that
an agent can currently only be part of a single alliance.

The multi-domain agent exchanges messages of the types de-
scribed in Sec. 6.2.3 and are specifically:
Control messages:

• Identify: exchanges information about the domain’s identity
and which neighbours it has (for topology building)

Informational messages:

• Ask: ask another agent if it sees traffic matching a pattern
(source address, destination address, protocol type, minimum
traffic rate);

• Match: positive response to ask message with a list contain-
ing the neighbours from which the traffic is seen, including
ingress or egress indication;

• NFV Alive: notify the requesting domain that the NFV has
received (attacker) traffic.

Action messages:

• Deploy: ask domain to deploy changed link-rate, rate limiter,
firewall rule, or to deploy an NFV container of a specific type;

• Redirect: ask domain to redirect traffic over a different link;

• Cancel: remove a deployed countermeasure.
3JavaScript Object Notation: https://json.org
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6.5.4 Algorithm Implementations

The SARNET multi-domain agent allows domains to share intel-
ligence and to collaborate with each other on both resolving and
gathering information about attacks.

Using flow information, the origin of an attack can be traced
within each domain using the method described in Chapter 5. To
trace the origin in a multi-domain environment, the victim asks
alliance members whether or not they see the attack traffic. The
aiding domains identify which of their neighbours is sending the
attack traffic, and they return this information to the victim. When
those neighbours are in the alliance, we can repeat this process until
we traced back the attack throughout the alliance to its border. Since
the domains return where the traffic has been seen, and not where
the traffic pretends to be coming from, the defences work correctly
even when traffic is spoofed.

Since we use a stateless approach in our network, the victim does
not rely on other members to send notifications when the defence is
implemented or when the attack has changed. Therefore, the victim
periodically sends information requests to see whether or not the
attack is still ongoing. If this is the case, the victim also continues to
send action tasks to the defending member, for as long as the attack
persists. The continuing transmission of action tasks also updates
the defences when the attack characteristics change.

6.6 attack scenario

A Distributed Denial of Service (DDoS) attack is a good example of
an attack that requires a collaborative response. Zagar et al. stipulate
in their conclusion that collaboration, cooperation and distributed
defences are key in defending against DDoS attacks [116]. Most of
the time, the DDoS attack causes congestion on the link from an
Internet Service Provider (ISP) to the victim. For mitigation to have
effect, the victim has to ask their ISP to take action. Depending on
the scale of the attack, the bottleneck can also exist beyond the ISP’s
control, in which case other parties need to be included in resolving
the problem.

We simulate this attack within the VNET topology by sending
many small UDP packets at a chosen rate originating from the client
domains. The amount of networks from where the DDoS can origi-
nate is constrained by the amount of client domains we requested
in our topology, which is limited by the resources available on the
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ExoGENI rack. Therefore, the attack does not contain the amount of
nodes and the bandwidth that are typical for a large DDoS attack.
Still, the attack has multiple origins that need to be blocked in order
for defence to have effect so the methods in this chapter apply when
they are optimised for scale.

We classify an attack as a DDoS when the congestion observable
becomes unhealthy. The congestion observable is based on two
other observables: rxBandwith and sales. rxBandwidth is the used
bandwidth measured at the entry point of the service domain,
while sales is the number of successful transactions to the service
provided by the service domain. rxBandwidth becomes unhealthy
if the amount of incoming traffic on the link to another domain
exceeds 92 percent of the total link capacity. Sales triggers when the
amount of transactions to the web service diverges negatively from
the expected amount of sales.

When the attack is classified as DDoS, there are two solutions: A
Local solution where the victim starts filtering the traffic pattern
within its own domain and a Remote solution using the three
approaches discussed in Sec. 6.3.

6.7 evaluation

We evaluate the strategies mentioned in Sec. 6.3 using the generic
efficiency formula (see Sec. 6.4)). The parameter β defines the cutoff
point between recovered and not recovered. Since we are evaluating
how well defences recover the attack, we decided to assign a larger
range to the recovered situation than to the not recovered situation.
Therefore, we chose a β of 0.2 to allow the efficiency in the recovered
situation to be in the range from 0.2–1.0.

As discussed in Sec. 6.6, we could use the metrics sales and
rxBandwidth to calculate their impacts. The impact on sales should
decrease efficiency, and the impact on rxBandwidth should increase
efficiency since less rxBandwidth causes less congestion. However,
we observed that rxBandwith is actually an unreliable metric for
evaluation: in fact, an increase in rxBandwidth can indicate both
a negative (DDoS attack) as well as a positive (sudden increase
in customers/sales) effect. For this reason, we set the weights in
the efficiency to WrxBandwidth = 0 and Wsales = 1.0 to make sure
rxBandwidth does not influence the efficiency.

These weights do not include cost. We consider the combined
impacts, rxbandwidth and sales, and the cost to be equally important.
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Therefore, we multiply each weight, wrxbandwidth and wsales, by 0.5
such that cost can use the remaining 0.5.

Finally, we multiply the weights with 1− β, to ensure that the sum
of each weight including costs equals 1 − β and that the weights
can be used as α in the efficiency (Formula 6.3).

In a recovered scenario, Formula 6.3 reduces to the following for
the attack scenario we chose:

Erec = β + αS
S − s

S
+ αT

t
T
+ (1 − β − αB)

B − b
B

where S = max sales impact (no sales)

s = actual sales impact sales
αS = importance of sales

= Wsales × 0.5 × (1 − β)

T = max incoming traffic, link capacity

t = actual incoming traffic, rxBandwith
αT = importance of traffic

= WrxBandwidth × 0.5 × (1 − β)

B = budget

b = budget spent, or cost
αB = importance of budget

= 1 − β − (αS + αT)

erec → [β, 1]

(6.4)

This is the equation we will use in the rest of our evaluation.

6.7.1 Evaluation Conditions

We vary the following conditions in our evaluation: topology size,
alliance size, budget available at each domain, and the attack load.

6.7.1.1 Topology and Alliance Size

We run our experiments on two topologies:

1. a line topology; the transit domains are connected in a line.
Each transit domain is connected to 1 to 2 other transit do-
mains. This is shown in Fig. 6.1;

2. a tree topology; the transit domains network forms a tree. Each
transit domain is connected to 1 to 3 other transit domains.
This is shown in Fig. 6.2.
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S1

N1

51 52 53 54

55565758

12 13 14

1517 1618

Figure 6.1: line topology
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Figure 6.2: tree topology

Topology 1 - line: The topology we use consists of a line of 17
nodes of which (S1) is the victim. The transit nodes (51-58) form one
line, 51 connects to 52 who connects to 53 etc. Each transit domain,
except for 51, has a client domain attached (12-18). Client domains
interact with S1 and use a mix of regular and malicious traffic to
interact with S1. N1 is an NFV domain; we do not use this domain
for the experiments in this chapter.

Topology 2 - tree: The topology consists of a tree of 17 nodes of
which (S1) is the victim. Transit nodes (51-58) connect the clients
(12-18 and are arranged in a tree that expands from 51. The depth
of the tree is 4, with only 58 on that level. Like topology 1: the client
domains interact with S1 using a mix of regular and malicious
traffic.

Table 6.1 shows the amount of members, and which members are
in the alliance for a given alliance size. The alliance size is based
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on the distance of the cooperating domains from S1. When size
equals 0, there’s no cooperation and S1 acts on its own. When size
equals 1, 51 can cooperate in attack mitigation; 2 includes 52 etc. by
default, the alliance size includes all transit domains and is set to 8.
Note that the amount of members in the alliance is 9 because of the
friendly NFV domain, N1, that is connected to 51. In topology 2 all
transit nodes are already included at size 4, after which increasing
the size has no effect on the defence efficiency.

alliance

size
1 2 3 4 5 6 7 8

line
member

count
2 3 4 5 6 7 8 9

members
N1,

51

N1,

51–52

N1,

51–53

N1,

51–54

N1,

51–55

N1,

51–56

N1,

51–57

N1,

51–58

tree
member

count
2 4 8 9 9 9 9 9

members
N1,

51

N1,

51–53

N1,

51–57

N1,

51–58

N1,

51–58

N1,

51–58

N1,

51–58

N1,

51–58

Table 6.1: The amount of members that are included in the alliance for a
given alliance size, for both the tree and line topologies.

6.7.1.2 Costs and Budget

Defence costs can differ per domain and cost consists of two com-
ponents: 1) a fixed component that is always charged when a coun-
termeasure is placed, and 2) a periodic component, an amount that
is charged periodically for the amount of time that the countermea-
sure is active. The total amount of costs that can be spent is bound
by the budget.

For our experiments we use equal costs for all domains, we
use a value of 0 credits for periodic component and for the fixed
component we use a value of 100 credits. Practically, this means
that every defensive action costs 100 credits. Therefore, we can limit
the maximum budget to 900 credits (100 × alliance size), which is
enough credits to place a countermeasure at all the nodes in the
alliance. The default budget for our experiments is 900. We also run
experiments for a restricted budget of 300, and 600.
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6.7.1.3 Attack Load

The attack load is dependent on the amount of attackers and on
how much attack traffic they send. We express attack load as the
accumulated attack traffic in relation to link capacity on the bot-
tleneck link (the edge between S1 and 51). An attack load of 1 is
the full capacity of the bottleneck link. An attack load of 2 is twice
the capacity of the bottleneck link. We define three load categories
low=0.5, medium=0.6 and high=0.9. The default load value for our
experiments is set to high or 0.9. We also test for an attack load of
1.0 and 2.0 to see what happens when the attack size exceeds the
link capacity.

6.8 results

We conducted a number of experiments to assess the efficiency for
each of the three approaches in Sec. 6.3 on two topologies using the
evaluation parameters described in Sec. 6.7.1:

• Alliance size (default=8(line), 4(tree)), how far the alliance
extends from the victim (Fig. 6.3);

• Budget (default=900), the amount of credits that the victim
domain has assigned for the complete defence (Fig. 6.4);

• Attack size (default=0.9), the accumulated strength of the attack
(Fig. 6.5).

We repeated these experiments for a number of scenarios with a
varying amount of attackers. We also changed the attackers’ position
in terms of the number of domains the traffic passes through before
reaching the victim. We define close attackers as clients connected to
the transit domain with the shortest distance from the victim and
far attackers as clients that send attack traffic via the transit node
with the largest distance to victim.

In the end, we selected the following four scenarios, that show
distinct attack patterns, in order to highlight the advantages and
disadvantages of the approaches:

• single attacker close, with the attacker in position 12;

• single attacker far, with the attacker in position 18;

• two attackers, one far and one close, respectively at 18 and 12;

• attacks from everywhere, all clients attack;
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For each experiment, we list the efficiency of the defence algo-
rithms on the vertical axis and the values described in Sec. 6.7 on
the horizontal axis. Each measurement was repeated 3 times and
averaged; the error bars depict the standard deviation from the
mean.

6.8.1 Topology 1 - Line

Figure 6.3a shows that in single attacker cases Algorithm 3 is per-
forming best, for multi attacker cases Algorithm 4 performs better.
In all the cases where one of the attackers is located far away Algo-
rithm 2 performs poorly: for large alliances countermeasures are
placed at all the nodes on the path, resulting in higher costs that
lower efficiency.

Figure 6.4a shows a similar picture. We can see that Algorithm 2
performs poorly in low-budget conditions. Still, Algorithms 3 and 4
are the best performers where Algorithm 3 is slightly better in single
attacker scenarios. In the two attackers scenario, Algorithms 3 and 4
show similar performance.

When focusing on the effect of the attack size (see Fig. 6.5a) we
observe patterns similar to Figs. 6.3a and 6.4a: Algorithms 3 and 4
perform better than Algorithm 2. However, Algorithm 4 seems to
perform better than Algorithm 3 for small attack volumes. Similarly,
Algorithm 3 is performing better than Algorithm 4 for larger attack
sizes when there’s 1 attacker far and 1 attacker close.

6.8.2 Topology 2 - Tree

When considering the alliance size in a tree topology, we observe
that Algorithm 4 performs better in all cases (See Fig. 6.3b). In
the all clients attacking scenario Algorithms 2 and 3 decrease more
drastically which is due to the tree topology that doubles the
amount of members when alliance size increases (see Table 6.1).
After alliancesize = 3 only a single member is added.

Figure 6.4b shows, similar to Figure 6.4a, that Algorithm 2 is
the least efficient approach. In the all clients attacking scenario Al-
gorithm 3 is performing as bad as Algorithm 2. In the all clients
attacking case, Algorithm 3 has to implement the countermeasure
at every node in the topology since every node has an adjacent
attacker, which is similar to the behaviour of Algorithm 2.

Figure 6.3b compared to Figure 6.3a shows a less aggressive
decline for Algorithm 4 in the all clients attacking scenario. Again,



539064-L-sub01-bw-Koning539064-L-sub01-bw-Koning539064-L-sub01-bw-Koning539064-L-sub01-bw-Koning
Processed on: 10-12-2019Processed on: 10-12-2019Processed on: 10-12-2019Processed on: 10-12-2019 PDF page: 127PDF page: 127PDF page: 127PDF page: 127

6.8 results 117

0.65

0.70

0.75

0.80

0.85

0.90
e

ff
ic

ie
n

c
y

single attacker far single attacker close

4 6 8

alliance size

0.65

0.70

0.75

0.80

0.85

0.90

e
ff
ic

ie
n
c
y

two attackers 1 far 1 close

4 6 8

alliance size

all clients attacking

Algorithm

1

2

3

(a) Line, the alliance size grows from 4 - 8

0.7

0.8

0.9

e
ff

ic
ie

n
c
y

single attacker far single attacker close

1 2 3 4

alliance size

0.7

0.8

0.9

e
ff

ic
ie

n
c
y

two attackers 1 far 1 close

1 2 3 4

alliance size

all clients attacking

Algorithm

1

2

3

(b) Tree, the alliance size grows from 1 - 4

Figure 6.3: These graphs show how the efficiency of an approach changes
in relation to the alliance size. A Higher efficiency is better.
Each datapoint is an average of 3 defence attempts; the error
bars display the standard deviation from the mean.
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Figure 6.4: These plots show how the efficiency of each defence approach
changes in relation to the budget size. A budget of 900 is
sufficient to defend at all nodes. A higher efficiency is better.
Each datapoint is an average of 3 defence attempts; the error
bars display the standard deviation from the mean.
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Figure 6.5: These graphs show how the efficiency of the approach changes
in relation to size of the attack. A Higher efficiency is better.
Each data-point is an average of 3 defence attempts; the error
bars display the standard deviation from the mean.
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Algorithm 4 is the most efficient, except when the attack size is 2.0
in the 1 far 1 close scenario where Algorithm 3 performs slightly
better.

6.9 discussion

When analysing the results, it is clear that the way a defence is
implemented can influence the performance of defending against
the attack. We will now highlight the advantages and disadvantages
of each approach in terms of efficiency:

• Block everywhere: Algorithm 2 has the lowest efficiency be-
cause it is very costly.

• Minimise countermeasures: Algorithm 3 performs well in
single attacker scenarios for the line topology. This is not the
case for the tree topology where Algorithm 4 is always more
efficient.

• Minimise propagation: Algorithm 4 is the most efficient ap-
proach in most cases. The disadvantage is that the approach
does not expel the attack from the alliance, the approach only
places just enough countermeasures to protect the victim’s
network. Therefore, the attack traffic still passes through the
alliance wasting resources from other members.

There are certain elements that affect the efficiency. First, consider
the parameters in the efficiency formula. How α is set in the effi-
ciency formula determines how much emphasis we put on certain
factors; changing α will change the efficiency. We set β to .2, a low
value, since we compare successfully defended scenarios. Choosing
a low β means that attacks that did not recover cannot be more
efficient than .2 even if it performs similar when looking at the
impacts.

Second, the conditions under which the attack occurs influence
the algorithms performance. Algorithms 2 and 3 are directly affected
by the alliance size (Fig. 6.3): in Algorithm 2 the alliance size has a
direct influence on the cost, since countermeasures are applied at
all nodes. In Algorithm 3 the alliance size influences the amount
of time it takes to get the required information for all members,
before the victim can apply countermeasures. Algorithm 4 is not
influenced by the alliance size directly, since the approach stops
when the attack is mitigated.
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Third, timings influence the performance of the algorithms. The
amount of time it takes to request information can negatively affect
performance. In Algorithm 3 the algorithm first collects information
for all nodes. If one of the nodes takes a long time to respond, the
algorithm cannot continue until the data is received. This delay
decreases efficiency. The response time affects Algorithms 2 and 4
to a lesser degree, since they apply countermeasures on a per node
basis. As mentioned in Sec. 6.3, Algorithm 4 is dependent on the
wait time, which is based on the time it takes to detect recovery. We
used a trial and error method to obtain those values for our system.
In our case the wait time is set to the amount of seconds it takes to
collect enough samples of our metrics to detect recovery: 16s, plus
a 3s margin for the state to propagate through the system. Setting
wait time to a large value increases the impact of the attack and
makes Algorithm 4 less efficient.

Finally, all algorithms are affected by budget constraints as can
be seen in (Fig. 6.4).

Heuristics such as using knowledge of existing topology informa-
tion can improve the current algorithms. The first time one of the
algorithms is executed it can also construct a view of the network
topology, which can be used, subsequently, to shorten query times.
For example, an algorithm can directly ask the border domains in
the alliance to block incoming attack traffic, or an algorithm can first
target well connected domains in the alliance to increase the effect
of the first blocking action. When using additional data sources, the
information should be kept up to date for optimal results.

When starting our experiments, we expected that the Minimise
Countermeasure approach (Algorithm 3) would be the most efficient
under budget constraints. This approach blocks the attacks at the
source and is considered to be an effective approach against DDoS
attacks [60, 72]. Instead, we found that the Minimise Propagation
approach (Algorithm 4) was more efficient. Minimise Propagation
mitigates attacks sooner because this approach does not have to
trace the attack back to the attackers. The approach also works with
fewer countermeasures because it stops when the attack impact is
sufficiently reduced. Both factors influence efficiency positively.

However, Minimise Countermeasures may be more efficient if de-
fence costs are proportional to the amount of attack traffic: At the
border of the alliance, there is only a low amount of traffic. The
amount of traffic accumulates closer to the victim. Minimise prop-
agation becomes less efficient the moment that these proportional
costs are included, as it defends close to the victim where the attack
traffic volume is highest.
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Finally, there may be other incentives for defending close to the
attack source, such as reducing attack footprint throughout the
alliance. If these incentives can be quantified, they can be used as an
additional input parameter to efficiency. Also in this case, we expect
that Minimise Countermeasure would be the most efficient approach.

Minimise Countermeasure does not defend against potential attack-
ers that are in the alliance. Although the other two approaches are
usable against this type of attackers, this approach is not because it
implements the countermeasures at the alliance border instead of
close to the victim. Since this work only focuses on attackers outside
of the alliance, it remains to be verified how efficient the approaches
are against attacks that originate from inside the alliance.

6.10 related work

A significant amount of research can be found on collaborative
DDoS detection and response. Most of the papers focus on multi-
domain detection [17, 18, 105, 118], multi domain defence [99, 100]
and combinations of the two [45]. All of these articles focus on
DDoS attacks specifically. We use DDoS response only as a basic
use case, yet the approaches that we evaluate in this chapter can
be used for asking assistance from friendly domains for any attack
pattern. The collaborative defence approaches in this chapter can be
used as a base for defending against other attacks.

Our work presumes that all participating domains in an alliance
are willing to cooperate. In principle one would want to verify that
the other parties are really acting upon each request. Mannhart
et al. [67] discusses four approaches to ensure effectiveness of a
cooperative mitigation. The work focuses on validating that the
“mitigator” correctly applied the mitigation. The authors pursue
tamper-proof execution and verification of an applied countermea-
sure. They conclude that none of their four approaches alone is
capable of providing this. Since we expect that the collaboration
happens in an alliance context, there is a basic level of trust present
between the members including rules and regulations on how to
handle other members’ data. The evaluation of the defence happens
from the victim’s perspective and does not rely on any guarantees
from its collaborators.

Meng et al. wrote a taxonomy on collaborative security sys-
tems [71]. They assess multiple security related systems that use
both collaborative detection and collaborative response to achieve
their goals. They identify a number of challenges in these types of
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collaborative systems. Our work addresses a number of them: in re-
gard to privacy we adopt a limited information sharing mechanism
(see Sec. 6.2.1); incentive is in our case implicit in the existence of
the security alliance; when looking at robustness we avoid a single
point of failure by not relying on a central coordinator.

6.11 conclusion

In this chapter we have evaluated three different approaches to
defending against attacks in multi-domain settings. To do this, we
introduced a generalised formula for efficiency, that can use any
finite number of parameters (multiple impacts, costs). Our work
shows that the efficiency of a multi-domain defence depends on the
order of asking the members to act and the location of the asked
member relative to the attackers.

Furthermore, our results showed that Minimise Propagation (Al-
gorithm 4) is the most efficient approach to take when defending
against a DDoS attack. Besides the order, and location, system tim-
ings are another important factor: if tasks are dependent on each
other and the first task takes a long time to complete, the second
task has to wait. This increases the overall run-time of the defence,
which impacts its efficiency. Waiting for the system to determine
recovery also negatively impacts the defence efficiency.

Our future work will focus on evaluating a fourth approach that
uses the Social Computational Trust Model described in [27]. The
work claims that alliance members would rather ask for support
from members that showed that they are capable and willing to
help (evidence-based trust). We want to assess if such an approach
based on these trust values shows better efficiency than the ones
evaluated here.

Another research direction involves network topologies. VNET
allows us to instantiate any topology on which we can run our
attack scenarios. In this chapter we used two basic topologies: tree
and line. We plan to further evaluate the efficiency of our approaches
on topologies that are used in practice by Internet Service Providers.

Finally, it is interesting to research how dynamic costs affect effi-
ciency. In this chapter we did not use periodic or dynamic costs; we
also kept the costs equal at all collaborators. Introducing dynamic
budgets based on attack traffic or on periodic cost, for as long as
the countermeasure is active, has an effect on efficiency. Due to
the dynamic cost, defence costs are not known a-priory and since
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active defences consume budget over time one may have to switch
to another defence approach halfway in order to remain efficient.
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7M U LT I - D O M A I N T R U S T- B A S E D C O L L A B O R AT I O N
F O R D E F E N D I N G A G A I N S T AT TA C K S

This chapter demonstrates how using trust, based on evidence that is
gathered over time, improves the efficiency of collaborative defences. We
use the Social Computational Trust Model developed by Deljoo et. al. [27]
to implement trust in multi-domain alliance. We extended the SARNET-
agent by adding the components that are needed for gathering the evidence
that we use to compute trust and risk. Using these trust components, we
create a defence that computes the risk of collaborating with each member,
and asks the members with the lowest risks to execute the defence tasks first.
We compare the trust-based defence approach to the defence approaches in
Chapter 6, in an alliance where not all members are equally cooperative.
This chapter contributes to the answer to rq3 by identifying trust as
an important factor in multi-domain defences when not all members are
equally cooperative.

This chapter is based on:

• R. Koning, A. Deljoo, L. Meijer, C. de Laat, and P. Grosso “Trust-
based Collaborative Defences in Multi Network Alliances” [50], in 2019 3rd
Cyber Security in Networking Conference (CSNet) (CSNet’19) [accepted],
© IEEE.

• A. Deljoo, R. Koning, T. van Engers, L. Gommans, and C. de Laat
“Managing Effective Collaboration in Cyber-security Alliances Using Social
Computational Trust” [26], in 2019 3rd Cyber Security in Networking
Conference (CSNet) (CSNet’19) [accepted], © IEEE.

7.1 introduction

Multi-domain collaborations can be organised using alliances, in
which members agree to a common set of rules to establish a base of
trust [28]. Yet, even with an alliance in place, based on the ability, the
willingness to help, and experience, some members will be more
trusted than others. This trust differs per member and is based
on the members’ experience and the collected evidence about the
member in question.

In Chapter 6 we showed that the efficiency of collaborative de-
fences, even when applying the same task, can differ based on the
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approach and order in which the collaborators are asked for help.
Since asking help from more trusted members may yield better
results in defending, we ask ourselves: If we have an indicator of
trust, can this be used in ally selection and how does trust affect the
efficiency of collaborative defences?

7.2 multi-domain sarnet

SARNET is a framework for detection and autonomous mitigation
of attacks on computer infrastructures. When multiple defences are
available for the situation, the SARNET picks the defence with the
highest efficiency ranking and executes it. A defence consists of
multiple tasks. These tasks can be performed by the domain itself or
be delegated to collaborators. Collaborative defences require each
participating domain to run its own SARNET agent. The agents are
responsible for coordinating activities between collaborators in the
alliance. These activities include coordinated responses to threats as
well as sharing information such as threat intelligence or analytics
data with agents of other domains.

In multi-domain defences we distinguish four categories of re-
quests:

• Simple informational requests: Requests that can be answered
directly based on the knowledge of the requested member.

• Complex informational requests: 1) Request for information
that is provided over time at the discretion of the requested
member i.e. a request that subscribes to an information ser-
vice, 2) Information that is collected (from other sources or
members) and transformed by the requested member.

• Simple actionable requests: The decisions and actions are
driven by the requester. Simple actionable requests are ex-
ecuted directly by the requested member according to the
requester specification.

• Complex actionable requests: The decisions and actions are
driven by the requested party. 1) Automatic mitigation ser-
vices allow the requested member to apply certain counter-
measures at their discretion at some point in the future. 2)
Delegated actions allow the requested member to further
handle the orchestration the multi-domain defence.

Both types of simple requests consist of actionable tasks or queries
and the performance can easily be verified. For an actionable task



539064-L-sub01-bw-Koning539064-L-sub01-bw-Koning539064-L-sub01-bw-Koning539064-L-sub01-bw-Koning
Processed on: 10-12-2019Processed on: 10-12-2019Processed on: 10-12-2019Processed on: 10-12-2019 PDF page: 137PDF page: 137PDF page: 137PDF page: 137

7.2 multi-domain sarnet 127

one can measure if the desired effect took place and the infor-
mational query is shortly followed up with a response. Complex
requests often consist of multiple sub-tasks, or queries to other
members. These tasks usually take longer to complete or generate
multiple replies over an extended time period. The quality of the
responses depends on the amount of effort the requested domain is
willing to spend on the analysis, the execution, or the processing.
Therefore, it is important that the remote domain acts in the interest
of the requester.

We implement SARNET on top of our platform discussed in
Chapter 6.

7.2.1 Attack Scenario

Using VNET we can construct a virtual infrastructure by supplying
a topology, (Fig. 7.1), that uses virtual machines which represent
the following domains:

• a service domain (V) contains a web service that resembles a
marketplace where clients make purchases;

• a transit domain (51–58) forwards traffic, it provides basic
blocking, redirection and rate limiting functions;

• a client domain (12–18) interacts with the service domain by
making transactions with the service domain;

• a NFV domain (61) provides a set of network functions (using
Network Function Virtualisation, NFV) that can be used for
further analysis, such as an Intrusion Detection System, or
a honeypot, or can be used as a countermeasure such as a
traffic scrubbing NFV.

Traffic flows back and forth from the client domains via the transit
domains between the service domain. Normally, the traffic consists
of transactions (simulated purchases) sent to the service domain.
When we start an attack, we instruct one or more client domains to
attack the victim, which is the service domain. The attacks consist
of UDP based (Distributed) Denial of Service attacks initiated from
one or more client domains (12–18) that congest the link between
the victim (V) and its upstream provider transit domain (51). The
defence consists of filtering out this traffic pattern at the selected
members in the alliance. The alliance consists of all the transit
domains, the service domain, and the NFV domain and excludes
the client domains.
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Figure 7.1: The network topology used in the experiments, V is the victim,
12–18 are attackers, 51–58 map to transit51-58 and are transit
domains, 61 is nfv61 the NFV domain.

7.3 trust in security alliances

Trust is considered one of the success factors for alliances [23]. To
form a security alliance, trust among the members needs to be
organised, maintained, and measured. Deljoo et al. [30] define trust
in the alliance as follows: “a trustor expects a trustee to perform
task t and the trustee will not exploit vulnerabilities of the trustor
when the trustee is faced with the opportunity to do so." Therefore,
every trustee:

• has an ability to perform task t (competence),

• fulfils the commitments towards the trustor (integrity), and

• acts towards the trustors interest (benevolence).

In order to organise, maintain, and measure trust among the mem-
bers, we propose to use the social computational trust model (SCTM)
as described in [27]. The SCTM model evaluates the trust of a trustee
based on the three distinctive factors: benevolence, competence, and
integrity; this work assumes that integrity is provided, automati-
cally and fully, by being a member of the alliance. Therefore, this
work does not include the computation of integrity.

7.3.1 Notation

Let us denote alliances members as A where l, r ∈ A. The interac-
tion history is stored in the evidence knowledge base EKbl

and is
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called evidence. We assign three different values to the evidence
using function val(E): 1, when FD (fulfilled), .5 when FDD (fulfilled
with delay), and 0, when V (violation/not fulfilled). The Ed function
obtains direct evidence from the EKbl

. The Ein(t) function extracts
indirect evidence from all EKbrnbr

for task t where nbr are the neigh-
bours of r. We initialise the knowledge base for the topology in
Fig. 7.1, using the values in Table 7.3.

7.3.2 Benevolence

Benevolence is considered as one of the key trust components and
the antecedent of trustworthiness (e.g. [57, 63]). The benevolence
value is derived from the mutual interaction between a trustor and
a trustee. According to [27] the benevolence of trustee r towards
trustor l is computed by:

Ben(l, r) =
1
|N| ∑

l,r∈A
(val(Ed(l, r; EKbl

))), (7.1)

where N is the number of entries in EKbl
with the defined value, in

which l has interacted with r.

7.3.3 Competence

Competence refers to the ability of the trustee to perform the task.
We assume that l and r have not collaborated before. Therefore,
the trustor needs to request the evidence form the trustees’ direct
neighbours (rnbr). The competence of node r as the trustee is given
by:

Comp(l, r, t) =
1

|rnbr| ∑
l,r∈A

(val(Ein(t)(rnbr, r; EKbrnbr
))), (7.2)

where |rnbr| is the number of neighbours who respond to the request
of r. The benevolence and competence functions return a value
between [0,1].

7.3.4 Risk

Every collaboration comes with a risk that needs to be minimised.
Das et al. [23] defined the relational and performance risks as
two distinct risks for the alliance, and Deljoo et al. [30] present
the risk evaluation framework for the security alliance. Relational
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risk concerns the behaviour of the alliance members, 1 − Ben(l, r),
while the performance risk considers the competence of members
to perform the given task, 1 − Comp(l, r, t). The risk is calculated
using an updated version of the equation defined in [30], Section
VI:

Ri(l, r, t) = α(1 − Ben(l, r) + (1 − α)(1 − Comp(l, r, t)) (7.3)

In Sec. 7.2 we mentioned that for complex messages it is important
that the requested domain acts in the interest of the requester i.e.
have a low relational risk. When the relational risk is considered
more important, α (a value between [0, 1]) can be set to a higher
value than the default of .5.

7.4 trust based defence prerequisites

To implement trust based defences we need to extend the existing
SARNET agents. Since the trust is based on the time it takes for an
ally to perform an action we need a message tracking mechanism.
In Sec. 7.4.1 we explain how we use this tracking mechanism to
gather the evidence required for the trust computation. In Sec. 7.4.2
we show how we compute the trust values that are used in the trust
based defence algorithm in Sec. 7.5.

7.4.1 Message Tracker

Since the building of evidence is based on fulfilling requests within
a time period, we need to implement a method of time tracking
the messages. VNET uses an asynchronous programming model;
sending and responding is handled in different parts of the code
and the response handler has no information on what is being sent.
For time tracking to work, we need to map the response back to
the request. Therefore, we modified the original message format
to include a message ID and a transaction ID which we also store
upon sending. The recipient can now reply with the message ID
included such that the sender can look up the corresponding request
in its track database, a database that keeps track of outgoing requests.
Table 7.1 shows the format of entries in the track database.

When a message is sent we store the message ID, the message,
the message type, the sender, and the receiver in the track database.
Additionally, we set the t_req field to the time the message is sent.

To each message sent we expect two replies: 1) an acknowledge-
ment that the message is received, and 2) a message that the task
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is completed whereby each reply includes the message ID. When
data is requested from the recipient, the recipient returns the data
in a third message that includes the transaction ID. When the ac-
knowledgement or the task completed messages are received by the
sender, the sender will store the current time in t_repl in case of an
acknowledgement, and t_done when the task is completed.

Periodically1, we prune the track database. We convert the com-
pleted and expired transactions in the track database to evidence and
store them in the evidence knowledge base (evdb). When t_done is
set for this request we store the difference between t_req and t_done
in the evdb. When t_done is not set and the difference between
t_req and the current time exceeds the timeout, the request did not
complete in time and we store 0 in the evdb.

The track database only contains messages that are “in flight”;
when no messages are exchanged and the timeout has expired the
database should be empty.

msg_id msg type local remote t_req t_repl t_done

Table 7.1: Track database entry format: we store the id of the message, the
complete message, the message type, local and remote agent
identifiers, the time when the request is made (t_req), the time
on which we receive the acknowledgement (t_repl), and the time
we received the task done notifications (t_done).

7.4.2 Trust Computation

When computing trust, risk or any of their components, we consult
the evdb. The format of the evdb is described in Table 7.2. We
store the task itself, the trustor (source), the trustee(destination), the
time that has elapsed to complete the request, the request id, and
the time when the message is recorded. When the trust values are
requested, we use the algorithm from [29] to convert the elapsed
times to evidence.

Benevolence is based on all the fulfilled evidence in the evdb. To
compute benevolence, we require the name of the remote agent.
When the function is given the optional argument time, the function

1The function should be called approximately every second but the timing
can vary due to other periodic functions being executed in the same thread.
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only computes benevolence using the evidence that is produced
after that time. When the evidence is obtained we calculate benev-
olence according to Eq. (7.1). If the benevolence computation fails,
the benevolence implementation returns “None”

Competence depends on data acquired from all the neighbours
of the remote agent. Computing competence requires the task and
the target and, like benevolence, the function returns “None” when
the value cannot be computed. To acquire the data from member
domains, competence relies on the following (simple informational)
requests:

• Trust Request: Requests information for some trust compo-
nent. For competence the request must also contain the task in
question.

• Trust Response: Responds to the trust request by providing
the requested evidence of the member specified in the request.

When the relevant evidence is acquired, we compute the compe-
tence according to Eq. (7.2). Acquiring competence is an expensive
operation where the requester has to wait until all the neighbours
of the target member reply with their evidence. A neighbour can
take some time to reply because the request has to be sent out on
the network; a relatively slow medium which is subject to delays,
and round trip times. Since competence can be called for multiple
times per second and the reply is not instant, the long running
requests will be sent out multiple times per second, consuming
resources and congesting the network. To prevent congestion from
happening, we cache the result from competence for 5 seconds.
Every subsequent request is now answered from the cache until the
cache is cleared. When there is no answer in the cache, the requests
will be sent over the network to obtain the updated values. Caching
introduces a trade-off between the latest data and performance,
but it is necessary to prevent excessive use of the network. For the
caching to be effective, we recommend to keep the time interval
that clears the cache larger than the response time. In our case we
clear the cache every 5 seconds, which is larger than the response
time of the agents on the network (in our case < 1 second).

Risk is provided by taking the benevolence and accumulated
competence values and computing them according to Eq. (7.3). If
the value cannot be computed, the function returns “None”. Since
the tasks that are executed only consist of the simple request types
(See Sec. 7.2) we do not prioritise relational risk over performance
risk. Therefore, we calculate risk using: α = .5.
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task source destination elapsed id time

Table 7.2: Evidence knowledge base entry format: A single entry stores
the task (in our case message type), the source and destination
agent, the elapsed time of the request (0 if the task never com-
pleted), the id of the message, and the time when the evidence
is gathered.

7.5 risk based defence implementation

Algorithm 5 shows how we implemented the risk-based approach.
The algorithm has two distinguishable phases: 1) Lines 1–6. When
the defence starts we first collect the necessary values: risk and
benevolence, to rank the nodes.

Once these values are collected, they will not be updated as
long as the defence is active. To break ties when two nodes have
equal risk and benevolence, we assign a third ranking value to
a random and unique number. In our experiments, we seed the
random number generator, in order to achieve consistent results. 2)
Lines 7–13. When the trust information is gathered and the ranking
is complete, the actual defence starts. The top ranked domain is
asked whether or not it detects the traffic and to deploy a defence
when this is the case. To each queried member it will exchange the
following messages:

• Ask: Asks a member whether or not it has seen traffic accord-
ing to a certain pattern and from which of its neighbours the
traffic originates.

• Match: The response to the ask message. This message con-
tains the responding domain’s neighbours on which the pat-
tern is seen.

• Deploy: Deploys a filtering action on the specified traffic
pattern towards one of the members’ neighbouring domains.

Ask is considered a simple informational request and deploy is consid-
ered a simple actionable request

7.6 evaluation

First, we need to verify whether or not the evidence collection and
the trust based defence algorithm behave as expected. To achieve
this, we attack the victim using the same attack multiple times, and
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Algorithm 5: Risk Based Algorithm
Input : pattern: attack pattern

alliance: alliance members
time: wait time

for n ∈ alliance do
Riskn ← gather_risks(task, n);
Benevolencen ← gather_benevolence(n);
Randomn ← random();

end
ranked ← sort N on Risk, then on 1 − Benevolence, and then

on Random;
for node ∈ ranked do

if attack not resolved then
ask node for its neighbours that produce pattern;
deploy countermeasure at node;
wait for time seconds;

end
end

between each time, we make sure that the network returns to a
normal state. After receiving the attack and implementing defensive
actions, the victim should have more evidence available about the
other alliance members. The trust values that are computed using
the new evidence should allow the victim to make a better decision
on which members to ask for help while defending. To validate, we
first set the initial evidence such that it mismatches the behaviour of
the nodes; this mismatch should immediately result in unfulfilled
tasks in the evidence database and in turn change the ranking for
the next defence. In Table 7.3 we list how we initialise the network.
We give a preference to transit51 by initialising with two extra
fulfilled (FD) transactions. We demote the use of nfv61 by adding
two extra violated (V) transactions.

To see how the evidence changes the trust values over time,
we set members to behave differently from the initialisation (see
Table 7.4). Transit51 is initialised as more trustworthy and is given
a low success rate, which should result in to violations when being
asked. The success rate of each member is listed in table Table 7.4.

This means we expect two important things to happen: 1) In the
first attempt to defend, transit51 is considered more trustworthy
and gets selected. During that attempt, it will generate many vio-
lations (V). Therefore, we expect that transit51 should move down
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node FD FDD V

transit51 3 1 1

transit52 1 1 1

transit53 1 1 1

transit54 1 1 1

transit55 1 1 1

transit56 1 1 1

transit57 1 1 1

transit58 1 1 1

nfv61 1 1 3

Table 7.3: Initial evidence in the evdb: the table shows the amount of ful-
filled (FD), fulfilled with delay (FDD) and violated (V) requests
for each of the members participating in the alliance.

to the bottom. 2) Transit52 has a high success rate which results
in fulfilled requests (FD). Because of the the high success rate, we
expect transit52 to end up on top of the ranking. The other nodes
are expected to converge to the rank according to their success rates.

We will now execute the attack 10 times and display how the
ranking changes: Secondly, we need to see the effect of the ranking
on the efficiency.

Finally, we compare the efficiency of this approach to the effi-
ciency of three original approaches we evaluated before in Sec. 6.7:

• Approach 1 - Counteract Everywhere; places a defence on
every ally that sees attack traffic starting near the victim and
working its way to the attackers.

• Approach 2 - Minimise Countermeasures; discovers where
the attackers are located by recursively asking the allies from
where the attack originates, and then defends the attack close
to the attackers at the border.

• Approach 3 - Minimise Propagation; similar to Approach 1,
this approach places a defence, starting at the ally closest to
the victim. Only this time we wait for a time period to notice
the effect. When still under attack the approach continues to
ask the members’ neighbours to defend.
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node success rate

transit51 0.0000001

transit52 1.0

transit53 0.8

transit54 0.6

transit55 0.4

transit56 0.2

transit57 0.1

transit58 0.0000001

nfv61 1.0

Table 7.4: The member behaviour for our experiments: the table lists the
probability of successfully executing a task for each of the mem-
bers in the alliance.

7.7 results

The topology used for the experiments is listed in Fig. 7.1. We use
the same four scenarios as in Sec. 6.3 to compare the results; each
scenario portrays distinct attack conditions:

• single attacker near, with the attacker in position 12;

• single attacker far, with the attacker in position 18;

• two attackers (1 far, 1 close), one far and one close, respectively at
18 and 12;

• all clients attacking, all clients attack;

Figure 7.2 shows how the ranking of each node evolves over time.
During each attempt to defend, the victim gathers more evidence on
the alliance members. The next time we defend, we recalculate the
trust ranking based on the newly collected evidence. The rankings
are snapshots of a single run; they are not averaged. Each line
represents a member; we take snapshots of the ranking at the
moment the defence is created. As expected, the first attempt ranks
the members according to the initialisation. For the subsequent
attempts the ranking changes until it converges to the set member
behaviour and stabilises as expected.

Figure 7.3 shows how the efficiency [81] of the trust based ap-
proach changes as the victim gathers evidence. Each data point is an
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Figure 7.2: This plot shows the changes in the ranking of the members
after defending x times. The ranking changes when the trust
numbers are updated based on the gathered evidence. The
highest ranked member (1) gets selected first by the victim to
place a countermeasure.

average of three runs, the error bars contain the standard deviation
from the mean. There is not much variation between the runs, so
the error bars in the plots are small. It is clearly visible that in the
first run, when transit51 is highly ranked (see Table 7.3), transit51’s
efficiency is lower than its efficiency in the consecutive runs. Also in
all cases the efficiency seems to increase and stabilise over time. The
variations after the stabilisation can be explained because we are
working with probabilities driven by random numbers that change
over time.

Figure 7.4 shows the trust-based approach we discussed in this
chapter, in comparison to the approaches we studied in Chapter 6.
On the x axis attempt indicates the defence attempt using the same
evdb. The different colours or symbols indicate the different ap-
proaches. The trust based approach is indicated as Algorithm 4.
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Figure 7.3: Changes in efficiency after defending x times

In Figs. 7.4 and 7.5 we compare the approaches under two differ-
ent budget constraints: high (unlimited) budget, and low budget.
Each member charges 100 credits to implement a countermeasure.
Thus, with a budget of 900, the victim can ask all the members of
the alliance to implement a countermeasure. With a budget of 300
(Fig. 7.5) the victim can, therefore, only ask 3 members to implement
a countermeasure each defence attempt.

When the budget is large enough to ask all the members (Fig. 7.4),
the rankings converge better than when the budget is limited. For
the first attempt, the trust-based approach is less efficient than the
other approaches, but from the second attempt onwards, the graphs
show efficiencies close to the other approaches. In the single attacker
far and the all clients attacking approach the trust-based approach
(Algorithm 4) is more efficient than the others.

In the constrained budget approach (Fig. 7.5), we can see that
the trust-based approach (Algorithm 4) is not performing optimally.
Still, in the single attacker far case, it performs better than the
other algorithms. For the other cases, we can see that Algorithm
4 converges to higher efficiency, although the efficiency converges
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slower than in (Fig. 7.4). The slower convergence of the rankings can
be explained by the fact that the algorithm can only send requests to
the top three nodes in the list and thus only collects new evidence
from the three (highest ranked) members in the alliance.
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Figure 7.4: Comparison of the trust-based approach (Algorithm 4) to ap-
proaches from Sec. 6.3 with unlimited budget

7.8 discussion

When the defence budget is constrained, we noticed some side-
effects while using the trust-based approach. Due to the constrained
budget, we can only ask a limited amount of members for help dur-
ing each defence attempt. Because we rank the members according
to trust, these are only the most trusted members. When a lower
ranked member changes behaviour and suddenly becomes benev-
olent and competent, it will never move up the ranking, because
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Figure 7.5: Comparison of the trust-based approach (Algorithm 4) to ap-
proaches from Sec. 6.3 with very constrained budget

of the lack of interaction and evidence. Only when highly ranked
members move down in the ranking, the evidence for some of the
lower ranked members are collected: this could cause a low ranked
and (suddenly) trustworthy member to move up. This side effect
can be seen in Fig. 7.5, where we constrain the budget, and Ap-
proach 4 converges slowly and never reaches the same efficiencies
as in (Fig. 7.4).

One prerequisite for the trust-based defence, the message track-
ing implementation, adds significant overhead to the system. While
originally receiving zero replies, with the message tracking imple-
mentation enabled, a single message can now receive up to three
replies: the acknowledgement, the task done message, and the actual
reply. When under heavy attack, these messages increase the load
of the system, and can also contribute to the congestion problem
that is already caused by the attack. Removing the acknowledge-
ment messages, which are currently not used by the trust-based
algorithm, and merging the task done message into the actual reply
could help to reduce this overhead.
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Our trust-based approach can be further improved using heuris-
tics. Currently, our trust-based approach asks the most trusted
members in the alliance for help, regardless of whether or not the
member is transporting attack traffic. If we establish an attack tree
first by asking neighbours from which of their neighbours the attack
originates, recursively, we know exactly which members transport
attack traffic. With the initial (time) penalty of learning the attack
tree, can limit the trust computation and member selection to a list
of members that actually forward the attack traffic and, hopefully,
be more efficient in the overall defence.

A trust-based approach can also introduce new attack vectors.
Since the victim always send its requests to its most trusted allies
first, the amount of communication between them may be higher
than with the members who are less trusted. Even when this com-
munication is encrypted, by observing network communication
patterns, a smart attacker may be able to identify the victims most
trusted allies. The attacker can use this information to gain an ad-
vantage in bringing down the victim by neutralising the victims
allies first. If agents communicate over public infrastructure this
information leakage is a potential risk. Establishing and using an
encrypted peer-to-peer overlay network for agent communication
can obfuscate these communication patterns: The victim can send
the messages to any alliance member and the peer-to-peer overlay
will deliver the messages to the target agent.

7.9 related work

Shabut et. al. describe a recommendation-based trust model with
an effective defence scheme for mobile ad hoc networks [93]. Their
focus is mainly on preventing bad or malicious recommendations
from nodes by providing defences against attacks on the trust model.
The solution they propose relies on three centralised components,
on which they perform statistical analysis and a clustering technique
to detect deviations in trust and to prevent malicious recommen-
dations. Our work focuses on how trust can be used to improve
defences on the network infrastructure. We recognise there are also
attacks that target the trust infrastructure, these attacks are beyond
the scope of this thesis.

Chen et. al [17] discuss a collaborative multi-domain detection
system for DDoS attacks. The authors developed a secure infras-
tructure protocol (SIP) to establish mutual trust or consensus. In
SIP they adopt the adaptive trust negotiation and access control
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framework[90] which uses the PeerTrust[74] trust management sys-
tem to establish trust. The trust used in these systems is established
by matching credentials of the requesting party to access lists and
policies defined by the responding party. Our work uses a differ-
ent form of establishing trust. The trust we use is based on the
behaviour of the participating nodes and their attitude towards
benevolence, competence, and, integrity.

7.10 conclusion and future work

Using trust as a criterion for partner selection in multi-domain
collaborative defences seems promising. Maintaining a short list of
members who are responsive, capable, and willing to help can be
beneficial when defending collaboratively. The results show that the
trust-based algorithm increases in efficiency over time as more evi-
dence is gathered from the members in the alliance. In cases where
the budget is limited, and the collected evidence only comes from
a part of the alliance, the efficiency converges slowly and remains
lower than when using the original approaches. At full budget,
the trust-based approach converges faster to comparable, and in
some cases even higher, efficiencies than the original approaches. In
general, we can conclude that there are benefits when considering
the members’ trust in selecting candidates for task placement in
multi-domain collaborative defences.

We propose to increase efficiency further by first establishing an
attack tree and, consecutively, applying the trust-based response on
the nodes in the tree. More research is needed to see whether or
not the impact of establishing the attack-tree outweighs the benefit
of having a more focused list of members that can be asked for
help. For now, we assume that integrity is considered a condition
for joining the alliance, all members of the alliance are considered
to have the same integrity. In the future we intend to include in-
tegrity in the risk calculation. We also pointed out that unintended
information leakage can occur when depending on the most trusted
allies. Researching if and under which conditions trust-based com-
munication patterns leak trust information and how to mitigate this
leakage will be a necessary continuation of this work.
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8C O N C L U S I O N

As attacks increase in frequency and complexity, it becomes critical
that security professionals can focus on the few important attacks
that cause considerable damage and on discovering and defending
against new threats. Networks that autonomously defend against
attacks are a critical step in network automation and service pro-
tection. The automatic defence against known attacks ultimately
allows security engineers to focus on identifying new threats and
developing software to defend against new attacks. In this thesis, we
show that recent software developments, especially in the fields of
SDN and cloud technologies, allow us, as shown via the prototypes
described in this thesis, to build networks that can autonomously
respond to cyber attacks. By the exploration and development of the
SARNET prototypes in this thesis, and by examining the results and
experiences we gained from working with these prototypes in both
single and multi-domain environments, we identified the strong
points and the limitations of the technologies used and obtained
the insight that allows us to define the steps, factors, and patterns
that are required to construct autonomous defences in practice.

The main contributions described in this work are:

• a conceptual framework for autonomous response,

• a software defined experimental platform to evaluate de-
fences,

• a control framework for SDN and NFV based defences,

• metrics for defence performance evaluation,

• a toolkit for gathering contextual information about attacks
by cross-referencing data sources.

• a social trust-based multi-domain defence approach.

Using these contributions and the insights we gathered during the
development and implementation of the frameworks and the proof
of concepts, we will now be able to answer the research questions.
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8.1 answers to the research questions

Before answering the main research question we first answer the
sub questions.

• rq1: How can we determine the security state of a network?

We determine the security state using the following procedure: 1)
define observables that qualify whether or not metrics of the system,
or the network, are within the range of normal operation, 2) monitor
changes of these observables, and 3) classify attacks by observing
changes in specific combinations of these observables.

Throughout this work we visualise (Appendix A) the security
state and attack impact using the methods described in Chapter 3.
We found that using the procedure above we can detect attacks,
classify them, and start defences automatically, according to the
classification (Chapter 4). In practice there are more data-sources
that can provide information about attacks. In Chapter 5 we de-
scribe a framework that can cross-reference the data provided by
observables to other data sources in the network and gather a more
complete view of the situation. The contextual information that is
gained from this process can be used to complement and improve
the attack classification which results in a more detailed security
state.

• rq2: How can new developments in computer network control
contribute in creating countermeasures to attacks?

Our research shows that network developments can contribute in
two ways:

1. In Chapter 3 we identified some of the basic actions that an SDN
provides that are useful to defend against attacks: filtering traffic,
enabling or disabling links, changing the allocated bandwidth,
and redirecting traffic. By combining the SDN actions with NFV
and Linux containers we composed multi-stage defences. In
Chapter 4 we showed that by only starting analysis functions
when they are required and by only redirecting the malicious
traffic through the analysis functions we reduce the resources
that are required for analysis. Also, any negative impact on the
network traffic that may be caused by the analysis function only
affects the attack traffic and does not affect the legitimate traffic.
The new information provided by the analysis function is used
to start a mitigation function that operates on the attack traffic.
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Furthermore, the encapsulation of the detection methods and
the defences using containers opens up the possibility to share
them with other parties and to increase each others defence
capabilities.

2. We demonstrated throughout the thesis that a software-defined
approach is ideal to set up repeatable experiments which give
insights in how attacks affect the network and how to defend
against them. Our experimentation environment, VNET, is fully
software defined; from a description file of the network we start,
monitor, and operate the full software defined overlay network
of interconnected virtual machines. We use NFVs such as vir-
tual routers and switches to interconnect the virtual machines.
Each VM represents a domain which runs multiple containerised
functions for monitoring, for attacking and for defending. Addi-
tionally, each domain has an agent that controls the infrastructure
and responds to security threats on that domain. Information
from all components is collected and visualised in a understand-
able and user controllable graphical interface for analysis and
interaction.

• rq3: Which factors play a role when defending collaboratively, and
how do they influence defence efficiency?

In Chapter 6 we developed three multi-domain defence strategies
and we tested their performance under various conditions using
efficiency. By reflecting on the results, we discovered that analysis
times and task dependencies are factors that affect multi-domain
defence performance. Also, when analysing the approaches we can
see that the network location of the collaborators relative to the
attack sources, the placement of countermeasures, and the order
of deploying the countermeasures, are factors to consider while
developing collaborative defences. The locations relative to the
attacker even play a larger role in Chapter 7. By purely using trust
to determine at which alliance member to place a countermeasure,
the approach can ask help from members that are trustworthy and
are not in the path of the attack. By first determining the attack
path and subsequently using trust to determine where to place the
countermeasures, we can increase the efficiency of such a trust-
based approach. We showed that trust and collaboration risk, based
on the competence, benevolence, and integrity of the members, are
factors that can contribute in selecting the most suitable allies that
can help in defending against attacks. Furthermore, we showed
that by requesting the most trusted partners for help in defending
against the attack has a positive influence on the defence efficiency.
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Now that we answered the sub questions we will answer the
main research question:

Can we create an auto-response system that defends net-
works against attacks both within a single autonomous do-
main and within an alliance of domains?

In this work we proved that it is possible to build auto-response
systems that defend networks against attacks. By tightly integrating
applications and services and by identifying and monitoring the
metrics that indicate the services’ performance, we can detect attacks
on the network and respond to them using an efficient defence.
When forming an alliance of these SARNETs, we can defend using
resources provided by allies and defend against attacks closer to
the attacker before the attacks become problems that cause service
disruption.

8.2 future work

During our explorations and considerations, we identified topics
for future research:

8.2.1 Assessment of risks

In Chapter 2 we identified Risk assessment as part of the SARNET
control-loop. This step should assess the risk of applying, or not
applying one of the countermeasures. After each attack we evaluate
the efficiency of a countermeasure. Efficiency is derived from the
impacts on valuable aspects of the system; these impacts can be seen
as costs of the system. Since we record the impacts and efficiencies
after each attack we eventually form a knowledge base of these
historical values. By finding a probability distribution that fits the
historical values in the knowledge base, we could statistically deter-
mine the probability that a countermeasure has a negative effect on
the impact or efficiency. This probability combined with the impact
itself gives an indication of the risk of using a countermeasure.
The risk that can be used as a predictor and as a decision value
in the risk step of the SARNET control-loop. Research is required
into what probability distributions fit the data in the knowledge
base and how assessing these risks affect the performance of the
automated defence.
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8.2.2 Analysis and defence function sharing between domains

In Chapter 4, we show how we are able to use containerised security
NFVs in a single domain environment. Besides single-domain use
of NFVs, they can also be used in multi-domain environments.
Containerised mitigation techniques and detection algorithms can
be developed and shared between befriended domains to enhance
each others defence capabilities, or can be developed and provided
by a trusted third party that specialises in providing such functions.
When sharing these functions, we need to ensure they are safe to
use and do not contain or use any malicious code that can cause
disruptions or information leaks. More research is needed on how
to verify the integrity of the containers and the functions within.
The risks of running foreign code can be reduced by introducing
a third party that verifies the source code and certifies that the
code is safe. Using reproducible builds [88], a domain can verify
that the software in the packages originates from the verified code.
DL4LD [32] and SecConNet [95] are projects in which we research
how to provide secure execution environments that promote data
and algorithm sharing between organisations in data marketplaces.
The outcomes of these projects, and in particular the methods for
algorithm and data sharing that ensure confidentiality and integrity,
should make it possible to safely execute the NFVs that are shared
between the domains.

8.2.3 Interconnecting SARNETs

In Chapter 2 we describe three SARNET interconnection patterns.
This thesis, however, only focuses on the reactive disjoint SARNET.
Besides the reactive disjoint SARNET interconnection pattern, the
other interconnection patterns described in Chapter 2 have to be
researched. In particular, it has to be studied how the provided
patterns allow multi-domain SARNETs to scale and interconnect.
Furthermore, it has to be researched how using the interconnection
patterns influences the autonomy of the interconnected domains.

Our model for the nested SARNET and intersecting SARNETs in-
volves multiple control-loops. These control-loops are not expected
to be completely orthogonal and will influence each other. Hence,
it is necessary to study the conditions under which such interact-
ing control loops converge to stable behaviour of the SARNETs.
Although many of these issues can be solved by using a nested SAR-
NET pattern in which the parent can take over when its children
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show conflicting behaviour, this may affect the autonomy of the
children. Therefore, research is needed in how to detect and resolve
these conflicts in a distributed manner where each SARNET keeps
its autonomy.

8.3 vision and outlook

The Internet where all connected devices can establish end-to-end
communication is not sustainable from a security point of view.
Insecure and compromised devices from anywhere in the world
can communicate with each other and attackers use these systems
to launch attacks to disrupt critical services. Compartmentalising
the Internet using overlay networks is a suitable approach to reduce
the impact of these world scale attacks. We align with the vision of
Makkes[66], where he envisions that overlay networks, or virtual
internets, can be extended into the users equipment to directly
connect the user to the service that is provided by the overlay.

We envision that future Internet Service Providers will provide
authentication services and gateways to these overlays. Since all the
necessary services to access the overlays will be available in the ISP
network, the underlay network will not require global connectivity.
Because no global connectivity is required, any malicious activity is
contained inside the underlay network of the ISP, who can imple-
ment measures to ensure it does not affect the other users. When
the right credentials are provided, the user gets permission to access
the services’ gateway and is able to set-up a connection directly into
the overlay of the service.

Providers of these services and applications will have complete
autonomy over their overlay network. The service provider can
set requirements for the user that wants to access their services
and only allow access to the overlay network when users agree
to them. Since the service provider has complete control over the
overlay network and has control over its users, it can disconnect
misbehaving or malicious users from the overlay network to stop
attacks on their services.

We see that compartmentalisation is key for sustainable security
on the Internet. A logical approach to compartmentalise networks is
by using the SARNETs that we described in this thesis. We envision
that the future Internet will consist of interconnected SARNETs that
securely deliver services to end-users.
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AS A R N E T D E M O U S E R I N T E R FA C E S

This appendix shows how the SARNET user-interface evolved over
time. The user-interface was designed by Ben de Graaff with input
from other project members. The UI is customly build for SARNET
and made for interaction through a multi-touch enabled interface
through a web browser. The client side code is built in JavaScript
and uses D3.js for drawing graphs.

We demonstrated four versions of the graphical user interface.
Each version visualises the parts of the SARNET work that we
wanted to emphasize at the time:

• Ciena Vectors Fig. A.1: No automatic response. Mostly visu-
alization. Contained an orchestration interface to build your
own network. Allowed the user to implement some basic
offensive and defensive actions.

• SC15 Fig. A.2: No automatic response. In this case the user
had to enable and disable defenses.

• SC16 Figs. A.3 and A.4: First version to include automatic
response. This is done by a single SARNET-agent that has a
full view of the network.

• SC17 Figs. A.5 and A.6: Fully includes multi domain features.
Each cloud is a separate domain that runs its own sarnet-
agent.

For repetitive experiments, we use command line interfaces as a
front end. Using this interface, we could access the same options as
via the touch-table interfaces and we could execute the same actions
as via the touch-table interface to initiate attacks and defenses. The
command line interface provided scripting abilities that are used
to repeat experiments using different settings. This interface went
through the same iterations as the graphical user interfaces and
were mainly developed in Python by Ralph Koning.
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A C R O N Y M S

AI Artificial Intelligence

API Application Programming Interface

AS Autonomous System

BGP Border Gateway Protocol

CDN Content Delivery Network

CEASE Correlation Evaluation and Security Enforcement

CPU Central Processing Unit

DDoS Distributed Denial of Service

DIF Distributed IPC Facility

DPI Deep Packet Inspection

DSL Domain Specific Language

DoS Denial of Service

ESnet Energy Sciences network

FDD FulfilleD with Delay

FD FulfilleD

GENI Global Environment for Network Innovations

I/O Input/Output

ICT Information and Communications Technology

IDS Intrusion Detection System

ID IDentifier

IETF Internet Engineering Task Force

IGP Interior Gateway Protocol

IO Input Output

IPC Inter-Process Communication

IPFIX IP Flow Information eXport

IP Internet Protocol address

ISP Internet Service Provider

IaaS Infrastructure as a Service
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JSON JavaScript Object Notation

LAN Local Area Network

MPLS Multi Protocol Label Switching

MQTT Message Queuing Telemetry Transport

NFS Network File System

NFV Network Function Virtualization

NREN National Research and Education Network

OSCARS On-Demand Secure Circuits and Advanced Reservation
System

OSI Open Systems Interconnection

OSPF Open Shortest Path First

OS Operating System

QoS Quality of Service

RAM Random Access Memory

REST Representational State Transfer

RINA Recursive InterNetworking Architecture

RIP Routing Information Protocol

RNA Recursive InterNetwork Architecture

SARNET Secure Autonomous Response NETworks

SCTM Social Computational Trust Model

SC SuperComputing

SDI Software Defined Infrastructure

SDN Software Defined Networking

SFC Service Function Chaining

SIEM Security Information and Event Management

SNE System and Network Engineering research group of
UvA

SP Service Provider

TCP Transmission Control Protocol

TLS Transport Layer Security

UDP User Datagram Protocol

UI User Interface
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UPVN User Programmable Virtual Network

URI Uniform Resource Identifier

URN Uniform Resource Name

UUID Universally Unique IDentifier

UvA Universiteit van Amsterdam

VLAN Virtual LAN

VM Virtual Machine

VNET Virtual sarNET

VNF Virtual Network Function

VPN Virtual Private Network

V Violation (not fulfilled)
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https://bitbucket.org/uva-sne/vnet/src/sc15/

• SC16 version of VNET+UI:
https://bitbucket.org/uva-sne/vnet/src/sc16-updates/

• SC17 version of VNET+UI:
https://bitbucket.org/uva-sne/vnet/src/master/

• 2018/2019 version of VNET+UI with updates for trust:
https://bitbucket.org/uva-sne/vnet/src/rk-2018/

• 2018/2019 CLI:
https://bitbucket.org/uva-sne/vnet-ui-cli/

SARNET-agent code:
• SC16 version of VNET used for Chapter 4:

https://bitbucket.org/uva-sne/sarnet-agent/src/ralph-v1-

2016

• SC17 version of SARNET-agent:
https://bitbucket.org/uva-sne/sarnet-agent/src/multi-dom

ain

• SC18 version of SARNET-agent used for Chapters 6 and 7:
https://bitbucket.org/uva-sne/sarnet-agent/src/ralph-md

Domain components and other tools:
• Tools for starting slices:

https://bitbucket.org/uva-sne/xo-tools/

• Scripts building VM images and containers:
https://bitbucket.org/uva-sne/vnet-buildscripts/

• Infrastructure controller for a domain:
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The source code for CoreFlow is published in a private repository listed
below. Please contact ESnet for access:

• https://github.com/esnet/CoreFlow/

Published datasets:
• https://bitbucket.org/uva-sne/phdthesis-rkoning-data/

Please note that these links are non-permanent and may change or disap-
pear anytime.
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S U M M A RY

In this dissertation, we show that it is possible to build Secure
Autonomous Response NETworks (SARNETs) that protect their
infrastructure against attacks. Software Defined Networking, Net-
work Function Virtualisation and cloud technologies allow us to
run services in virtual networks as an overlay on top of cloud infras-
tructures. SARNET adds control software that uses control loops to
monitor the virtual infrastructure and the health of the components
that it supports. Various metrics of the service and the network
are monitored using observables, which, together, safeguard the
security state of the network. By monitoring groups of observables
we can identify and classify attacks and start automated defences
within the domain itself or multi domain in an alliance.

To experiment with SARNETs and to determine the basic defen-
sive actions that can be provided by a software defined environment,
we developed a testbed environment VNET. The environment emu-
lates internet services inside an overlay network on existing cloud
infrastructure in which we can safely attack these services using
software. Using a graphical interface with visualisations of the at-
tack we gathered input from experts during SuperComputing 2015
on how to construct automated defences.

The SARNET-agent is the control software that automatically
defends the SARNET. The agent uses a control loop that constantly
analyses the defined observables in the SARNET that runs in the
VNET environment. Using the expert input from our discussions
at SC15 we built defences that are automatically executed when an
attack occurs, showing that it is possible to defend automatically. We
evaluate the performance of the defences using the metrics impact
and efficiency and we show how efficiency can be used to improve
defence selection for subsequent attacks.

To precisely classify attacks we need to observe data coming from
various data sources. We developed software, CoreFlow, that aids
in this process by cross-referencing security events with recorded
information from other systems in ESnet. In this case, we combined
security events with network flow information and with topology
information. We demonstrated that by having a combined view of
these data sources we can extract new information such as the path
that the attack traffic takes in the network and possible entry points.
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184 summary

This new information can help to mitigate attack traffic at the entry
points of the single domain network.

To experiment with attack mitigation beyond the domain border,
we extended the testbed for multi-domain experiments and enabled
the SARNET-agent to orchestrate multi-domain defences. Using
this extended testbed, we identified some of the factors that play a
role when developing multi-domain defences. We compare three
defences that execute the same defensive tasks in a different order
which can be used in a collaboration between networks, that we call
an alliance. We measure their efficiency when defending against the
same attack and analyse their differences.

Since trust is the foundation for successful collaboration, we de-
veloped a defence approach based on trust provided by the Social
Computational Trust model. This model has three components
based on historical interactions between the collaborators. We eval-
uated this trust-based approach against the previous approaches
in situations where the quality of collaboration differs between
members.

With the increased availability of software defined infrastructures,
SARNETs are a feasible way to protect networks. This dissertation
shows that a SARNET can defend itself automatically to, at least,
a selection of attacks. Extrapolating from the autonomous defence
capabilities and by providing the SARNET interconnection patterns,
SARNET can facilitate the compartmentalisation that is needed to
secure the future Internet.
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S A M E N VAT T I N G

In dit proefschrift laten we zien dat het mogelijk is om Secure Au-
tonomous Response NETworks (SARNET’s) te bouwen die hun
infrastructuur beschermen tegen aanvallen. Software Defined Net-
working, Network Function Virtualization en cloudtechnologieën
stellen ons in staat om diensten in virtuele netwerken te bieden
als een overlay bovenop bestaande cloudinfrastructuren. SARNET
voegt besturingssoftware toe die besturingslussen gebruikt om de
virtuele infrastructuur en de gezondheid van de verschillende com-
ponenten en diensten binnen de infrastructuur te bewaken. Verschil-
lende statistieken van de diensten en het netwerk worden bewaakt
met behulp van observabelen die samen de beveiligingsstatus van
het netwerk bewaken. Door groepen van deze te observeren, kun-
nen we aanvallen identificeren en classificeren en geautomatiseerde
verdedigingen starten binnen een enkel domein of in meerdere
domeinen die deel uitmaken van een alliantie.

Om te experimenteren met SARNETs en om de initiele defensieve
acties die worden geleverd door een door software gedefinieerde
omgeving te bepalen hebben we een testbedomgeving ontwikkeld
die we VNET noemen. De omgeving emuleert internetdiensten
binnen een overlay-netwerk op bestaande cloudinfrastructuur en
zorgt ervoor dat we onze eigen diensten kunnen aanvallen zonder
gevaar te vormen voor andere internet gebruikers.

Via een grafische interface met visualisaties van de aanval heb-
ben we input van experts verzameld tijdens SuperComputing 2015
over het bouwen van geautomatiseerde verdedigingen. De SARNET-
agent is de besturingssoftware die automatisch het SARNET verde-
digt. De agent gebruikt een regellus die constant de observabelen
in het SARNET, die wordt uitgevoerd in de VNET-omgeving, ana-
lyseert. Door inbreng van experts uit onze discussies op SC15 te
gebruiken hebben we verdedigingen weten te creëren die automa-
tisch uitgevoerd worden wanneer een aanval plaatsvindt. Hieruit
blijkt dat het mogelijk is om automatisch te verdedigen. We evalue-
ren de prestaties van deze verdedigingen door gebruik te maken van
de door ons gedefineerde metrieken impact en efficiency en we laten
zien hoe efficiency kan worden gebruikt om de verdedigingsselectie
voor toekomstige aanvallen te verbeteren.

Om aanvallen precies te classificeren, moeten we gegevens obser-
veren die afkomstig zijn van verschillende gegevensbronnen. We
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hebben software ontwikkeld, CoreFlow, die dit proces helpt door
de beveiligingsgebeurtenissen te combineren met informatie die is
opgeslagen in andere systemen op het netwerk van ESnet. In dit
geval hebben we de beveiligingsgebeurtenissen gecombineerd met
netwerkverkeersinformatie en met netwerktopologie-informatie. We
hebben de werking van CoreFlow aangetoond door met de door
CoreFlow gecombineerde informatie nieuwe informatie te creëren:
het pad dat het aanvalsverkeer in het netwerk volgt en de mogelijke
toegangspunten waardoor het aanvalsverkeer binnenkomt. Deze
nieuwe informatie kan helpen om aanvalsverkeer op de toegangs-
punten van het netwerkdomein te beperken.

Om te experimenteren met aanvalsbestrijding buiten de domein-
grens hebben we het testbed uitgebreid om multi-domein experi-
menten uit te voeren en geven we de SARNET-agent de capaciteiten
om multi-domein verdedigingen te organiseren. Met behulp van dit
uitgebreide testbed hebben we enkele factoren geïdentificeerd die
een rol spelen bij de ontwikkeling van verdedigingen met meerdere
domeinen. We vergelijken drie verdedigingen, die dezelfde verdedi-
gende taken uitvoeren in een andere volgorde, die kunnen worden
gebruikt binnen een samenwerking van netwerken die wij een allian-
tie noemen. We meten de efficiëntie van de verschillende methodes
die dezelfde aanval verdedigen en analyseren hun verschillen.

Omdat vertrouwen de basis is voor succesvolle samenwerking,
hebben we een verdedigingsmethode ontwikkeld die gebaseerd is
op vertrouwen die voortkomt uit het Social Computational Trust
model. Dit model heeft drie componenten die gebaseerd zijn op
de historisch interacties tussen de samenwerkende partijen. We
hebben deze op vertrouwen gebaseerde aanpak vergeleken met
de eerder genoemde aanpakken in situaties waar de kwaliteit van
samenwerking verschilt tussen de leden.

Door de verhoogde beschikbaarheid van softwaregedefinieerde
infrastructuren zijn SARNET’s een haalbare manier om netwerken
te beschermen. Dit proefschrift laat zien dat een SARNET zichzelf
automatisch kan verdedigen tegen een selectie van aanvallen. Door
middel van de autonome verdediging en door het aanbieden van
de SARNET-verbindingspatronen, kan SARNET de compartimente-
ring vergemakkelijken die nodig is om het toekomstige internet te
beveiligen.


